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EXECUTIVE SUMMARY

Law enforcement needs timely and secure access to services that provide data wherever and
whenever for stopping and reducing crime. In response to these needs, the Advisory Policy Board
(APB) recommended to the Federal Bureau of Investigation (FBI) that the Criminal Justice
Information Services (CJIS) Division authorize the expansion of the existing security management
structure in 1998. Administered through a shared management philosophy, the CJIS Security
Policy contains information security requirements, guidelines, and agreements reflecting the will
of law enforcement and criminal justice agencies for protecting the sources, transmission, storage,
and generation of Criminal Justice Information (CJI). The Federal Information Security
Management Act of 2002 provides further legal basis for the APB approved management,
operational, and technical security requirements mandated to protect CJI and by extension the
hardware, software and infrastructure required to enable the services provided by the criminal
justice community.

The essential premise of the CJIS Security Policy (CJISSECPOL) is to provide appropriate
controls to protect the full lifecycle of CJI, whether at rest or in transit. The CJIS Security Policy
provides guidance for the creation, viewing, modification, transmission, dissemination, storage,
and destruction of CJI. This Policy applies to every individual—contractor, private entity,
noncriminal justice agency representative, or member of a criminal justice entity—with access to,
or who operate in support of, criminal justice services and information.

The CIJIS Security Policy integrates presidential directives, federal laws, FBI directives and the
criminal justice community’s APB decisions along with nationally recognized guidance from the
National Institute of Standards and Technology. The Policy is presented at both strategic and
tactical levels and is periodically updated to reflect the security requirements of evolving business
models. The Policy features modular sections enabling more frequent updates to address emerging
threats and new security measures. The provided security criteria assists agencies with designing
and implementing systems to meet a uniform level of risk and security protection while enabling
agencies the latitude to institute more stringent security requirements and controls based on their
business model and local needs.

The CJIS Security Policy strengthens the partnership between the FBI and CJIS Systems Agencies
(CSA), including, in those states with separate authorities, the State Identification Bureaus (SIB).
Further, as use of criminal history record information for noncriminal justice purposes continues
to expand, the CJIS Security Policy becomes increasingly important in guiding the National Crime
Prevention and Privacy Compact Council and State Compact Officers in the secure exchange of
criminal justice records.

The Policy describes the vision and captures the security concepts that set the policies, protections,
roles, and responsibilities with minimal impact from changes in technology. The Policy empowers
CSAs with the insight and ability to tune their security programs according to their risks, needs,
budgets, and resource constraints while remaining compliant with the baseline level of security set
forth in this Policy. The CJIS Security Policy provides a secure framework of laws, standards, and
elements of published and vetted policies for accomplishing the mission across the broad spectrum
of the criminal justice and noncriminal justice communities.
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SUMMARY OF CHANGES

Version 5.9.2
APB Approved Changes

1. Section 5.2 Awareness and Training, Spring 2022, APB#10, SA#4, Modernization
Awareness Training (AT) in the CJISSECPOL: modernize the CJIS Security Policy
requirements for Awareness and Training Policy and Procedures, Literacy Training
and Awareness, Role-Based Training, and Training Records.

2. Section 5.6 Identification and Authentication, Spring 2022, APB#10, SA#3,
Modernization Identification and Authentication (IA) in the CJISSECPOL.:
modernize the CJIS Security Policy requirements for Identification and Authentication
Use of Originating Agency ldentifiers in Transactions and Information Exchanges,
Policy and Procedures, Identification and Authentication (Organizational Users),
Device Identification and Authentication, Identifier Management, Authenticator
Management, Authentication Feedback, Cryptographic Module Authentication,
Identification and Authentication (Non-Organizational Users), Re-Authentication, and
Identity Proofing.

3. Section 5.14 System and Services Acquisition, Spring 2022, APB#11, Fast Track #1,
Unsupported System Components in the CJISSECPOL: update the CJIS Security
Policy requirements for Unsupported System Components.

4. Section 5.15 System and Information Integrity, Spring 2022, APB#10, SA#5,
Modernization System and Information Integrity (SI) in the CJISSECPOL.:
modernize the CJIS Security Policy requirements for System and Information Integrity
Policy and Procedures, Flaw Remediation, Malicious Code Protection, System
Monitoring, Security Alerts, Advisories, and Directives, Software, Firmware, and
Information Integrity, Spam Protection, Information Input Validation, Error
Handling, Information Management and Retention, Memory Protection.

Administrative Changes'

1. Section 5.8 Media Protection (MP), MP-2 Media Access: modify the discussion to
provide a community-relevant example of access to non-digital media.
2. Appendix A Terms and Definitions: add a definition for “Non-Digital Media.”

KEY TO APB APPROVED CHANGES (e.g., “Section 5.13 Mobile Devices, Fall 2013, APB#11,
SA#6, Future CSP for Mobile Devices: add language™):

Section Name and Number

Fall 2013 — Advisory Policy Board cycle and year

APB# — Advisory Policy Board Topic number

SA# — Security and Access Subcommittee Topic number

Topic Paper Title

Summary of change

! Administrative changes are vetted through the Security and Access Subcommittee and not the entire APB process.
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1 INTRODUCTION

This section details the purpose of this document, its scope, relationship to other information
security policies, and its distribution constraints.

1.1 Purpose

The CIJIS Security Policy provides Criminal Justice Agencies (CJA) and Noncriminal Justice
Agencies (NCJA) with a minimum set of security requirements for access to Federal Bureau of
Investigation (FBI) Criminal Justice Information Services (CJIS) Division systems and
information and to protect and safeguard Criminal Justice Information (CJI). This minimum
standard of security requirements ensures continuity of information protection. The essential
premise of the CJIS Security Policy is to provide the appropriate controls to protect CJI, from
creation through dissemination; whether at rest or in transit.

The CJIS Security Policy integrates presidential directives, federal laws, FBI directives, the
criminal justice community’s Advisory Policy Board (APB) decisions along with nationally
recognized guidance from the National Institute of Standards and Technology (NIST) and the
National Crime Prevention and Privacy Compact Council (Compact Council).

1.2 Scope

At the consent of the advisory process, and taking into consideration federal law and state statutes,
the CJIS Security Policy applies to all entities with access to, or who operate in support of, FBI
CIJIS Division’s services and information. The CJIS Security Policy provides minimum security
requirements associated with the creation, viewing, modification, transmission, dissemination,
storage, or destruction of CJI.

Entities engaged in the interstate exchange of CJI data for noncriminal justice purposes are also
governed by the standards and rules promulgated by the Compact Council.

1.3 Relationship to Local Security Policy and Other Policies

The CJIS Security Policy may be used as the sole security policy for the agency. The local agency
may complement the CJIS Security Policy with a local policy, or the agency may develop their
own stand-alone security policy; however, the CJIS Security Policy shall always be the minimum
standard and local policy may augment, or increase the standards, but shall not detract from the
CJIS Security Policy standards.

The agency shall develop, disseminate, and maintain formal, documented procedures to facilitate
the implementation of the CJIS Security Policy and, where applicable, the local security policy.
The policies and procedures shall be consistent with applicable laws, executive orders, directives,
policies, regulations, standards, and guidance. Procedures developed for CJIS Security Policy
areas can be developed for the security program in general, and for a particular information system,
when required.

This document is a compendium of applicable policies in providing guidance on the minimum
security controls and requirements needed to access FBI CJIS information and services. These
policies include presidential directives, federal laws, FBI directives and the criminal justice
community’s APB decisions. State, local, and Tribal CJA may implement more stringent policies
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and requirements. Appendix I contains the references while Appendix E lists the security forums
and organizational entities referenced in this document.

1.4 Terminology Used in This Document

The following terms are used interchangeably throughout this document:

e Agency and Organization: The two terms in this document refer to any entity that submits
or receives information, by any means, to/from FBI CJIS systems or services.

e Information and Data: Both terms refer to CJI.

e System, Information System, Service, or named applications like NCIC: all refer to
connections to the FBI’s criminal justice information repositories and the equipment used
to establish said connections.

e References/Citations/Directives: Appendix I contains all of the references used in this
Policy and may contain additional sources that could apply to any section.

Appendix A and B provide an extensive list of the terms and acronyms.

1.5 Distribution of the CJIS Security Policy

The CJIS Security Policy, version 5.0 and later, is a publicly available document and may be posted
and shared without restrictions.
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2 CJIS SECURITY POLICY APPROACH

The CIJIS Security Policy represents the shared responsibility between FBI CJIS, CJIS Systems
Agency (CSA), and the State Identification Bureaus (SIB) of the lawful use and appropriate
protection of CJI. The Policy provides a baseline of security requirements for current and planned
services and sets a minimum standard for new initiatives.

2.1 CJIS Security Policy Vision Statement

The executive summary of this document describes the vision in terms of business needs for
confidentiality, integrity, and availability of information. The APB collaborates with the FBI CJIS
Division to ensure that the Policy remains updated to meet evolving business, technology and
security needs.

2.2 Architecture Independent

Due to advancing technology and evolving business models, the FBI CJIS Division is transitioning
from legacy stovepipe systems and moving toward a flexible services approach. Systems such as
National Crime Information Center (NCIC), National Instant Criminal Background Check System
(NICS), and Next Generation Identification (NGI) will continue to evolve and may no longer retain
their current system platforms, hardware, or program name. However, the data and services
provided by these systems will remain stable.

The CJIS Security Policy looks at the data (information), services, and protection controls that
apply regardless of the implementation architecture. Architectural independence is not intended
to lessen the importance of systems, but provide for the replacement of one technology with
another while ensuring the controls required to protect the information remain constant. This
objective and conceptual focus on security policy areas provide the guidance and standards while
avoiding the impact of the constantly changing landscape of technical innovations. The
architectural independence of the Policy provides agencies with the flexibility for tuning their
information security infrastructure and policies to reflect their own environments.

2.3 Risk Versus Realism

Every “shall” statement contained within the CJIS Security Policy has been scrutinized for risk
versus the reality of resource constraints and real-world application. The purpose of the CJIS
Security Policy is to establish the minimum security requirements; therefore, individual agencies
are encouraged to implement additional controls to address agency specific risks. Each agency
faces risk unique to that agency. It is quite possible that several agencies could encounter the same
type of risk however depending on resources would mitigate that risk differently. In that light, a
risk-based approach can be used when implementing requirements.
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3 ROLES AND RESPONSIBILITIES

3.1 Shared Management Philosophy

In the scope of information security, the FBI CJIS Division employs a shared management
philosophy with federal, state, local, and tribal law enforcement agencies. Although an advisory
policy board for the NCIC has existed since 1969, the Director of the FBI established the CJIS
APB in March 1994 to enable appropriate input and recommend policy with respect to CJIS
services. Through the APB and its Subcommittees and Working Groups, consideration is given
to the needs of the criminal justice and law enforcement community regarding public policy,
statutory and privacy aspects, as well as national security relative to CJIS systems and information.
The APB represents federal, state, local, and tribal law enforcement and criminal justice agencies
throughout the United States, its territories, and Canada.

The FBI has a similar relationship with the Compact Council, which governs the interstate
exchange of criminal history records for noncriminal justice purposes. The Compact Council is
mandated by federal law to promulgate rules and procedures for the use of the Interstate
Identification Index (III) for noncriminal justice purposes. To meet that responsibility, the
Compact Council depends on the CJIS Security Policy as the definitive source for standards
defining the security and privacy of records exchanged with noncriminal justice practitioners.

3.2 Roles and Responsibilities for Agencies and Parties

It is the responsibility of all agencies covered under this Policy to ensure the protection of CJI
between the FBI CJIS Division and its user community. The following figure provides an abstract
representation of the strategic functions and roles such as governance and operations.

Governance Operations Policy Structure/Design
CJIS Advisory Policy CSA Information Laws and Directives
Board Security Officers
CIJIS Systems Officers CIJIS Systems Agencies Security Poli.cy and
Implementation Standards
CIIS Working Groups Compact Officers Security Standards: National
Institute of Standards and
CJIS Subcommittees Local Agency Security Technology, Inte.r nagonal
Offi Standards Organization,
teers Institute of Electrical and
FBI CJIS Information Electronics Engineers
Security Officer Repository Managers
FBI Director Terminal Agency
Coordinators

Figure 1 — Overview Diagram of Strategic Functions and Policy Components

12/07/2022
CJISD-ITS-DOC-08140-5.9.2



This section provides a description of the following entities and roles:
1. CJIS Systems Agency.

CJIS Systems Officer.

Terminal Agency Coordinator.

Criminal Justice Agency.

Noncriminal Justice Agency.

Contracting Government Agency.

Agency Coordinator.

CJIS Systems Agency Information Security Officer.

D A T R e T

Local Agency Security Officer.

—_—
S

. FBI CJIS Division Information Security Officer.

—
—

. Repository Manager.
12. Compact Officer.

3.2.1 CJIS Systems Agencies (CSA)

The CSA is responsible for establishing and administering an information technology security
program throughout the CSA’s user community, to include the local levels. The head of each CSA
shall appoint a CJIS Systems Officer (CSO). The CSA may impose more stringent protection
measures than outlined in this document. Such decisions shall be documented and kept current.

3.2.2 CJIS Systems Officer (CSO)

The CSO is an individual located within the CSA responsible for the administration of the CJIS
network for the CSA. Pursuant to the Bylaws for the CJIS Advisory Policy Board and Working
Groups, the role of CSO shall not be outsourced. The CSO may delegate responsibilities to
subordinate agencies. The CSO shall set, maintain, and enforce the following:

1. Standards for the selection, supervision, and separation of personnel who have access to
CJIL.

2. Policy governing the operation of computers, access devices, circuits, hubs, routers,
firewalls, and other components that comprise and support a telecommunications network
and related CJIS systems used to process, store, or transmit CJI, guaranteeing the priority,
confidentiality, integrity, and availability of service needed by the criminal justice
community.

a. Ensure appropriate use, enforce system discipline, and ensure CJIS Division
operating procedures are followed by all users of the respective services and
information.

b. Ensure state/federal agency compliance with policies approved by the APB and
adopted by the FBI.
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c. Ensure the appointment of the CSA ISO and determine the extent of authority to
the CSA ISO.

d. Ensure the designation of a Terminal Agency Coordinator (TAC) within each
agency with devices accessing CJIS systems.

e. Ensure each agency having access to CJI has someone designated as the Local
Agency Security Officer (LASO).

f. Ensure each LASO receives enhanced security awareness training (ref. Section
5.2).

g. Approve access to FBI CJIS systems.

h. Assume ultimate responsibility for managing the security of CJIS systems within
their state and/or agency.

i. Perform other related duties outlined by the user agreements with the FBI CJIS
Division.
3. Outsourcing of Criminal Justice Functions

a. Responsibility for the management of the approved security requirements shall
remain with the CJA. Security control includes the authority to enforce the
standards for the selection, supervision, and separation of personnel who have
access to CJI; set and enforce policy governing the operation of computers, circuits,
and telecommunications terminals used to process, store, or transmit CJI; and to
guarantee the priority service needed by the criminal justice community.

b. Responsibility for the management control of network security shall remain with
the CJA. Management control of network security includes the authority to enforce
the standards for the selection, supervision, and separation of personnel who have
access to CJI; set and enforce policy governing the operation of circuits and
network equipment used to transmit CJI; and to guarantee the priority service as
determined by the criminal justice community.

3.2.3 Terminal Agency Coordinator (TAC)

The TAC serves as the point-of-contact at the local agency for matters relating to CJIS information
access. The TAC administers CJIS systems programs within the local agency and oversees the
agency’s compliance with CJIS systems policies.

3.2.4 Criminal Justice Agency (CJA)

A CJA is defined as a court, a governmental agency, or any subunit of a governmental agency
which performs the administration of criminal justice pursuant to a statute or executive order and
which allocates a substantial part of its annual budget to the administration of criminal justice.
State and federal Inspectors General Offices are included.

3.2.5 Noncriminal Justice Agency (NCJA)

A NCJA is defined (for the purposes of access to CJI) as an entity or any subunit thereof that
provides services primarily for purposes other than the administration of criminal justice.
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3.2.6

Contracting Government Agency (CGA)

A CGA is a government agency, whether a CJA or a NCJA, that enters into an agreement with a
private contractor subject to the CJIS Security Addendum. The CGA entering into an agreement
with a contractor shall appoint an agency coordinator.

3.2.7

Agency Coordinator (AC)

An AC is a staff member of the CGA who manages the agreement between the Contractor and
agency. The AC shall be responsible for the supervision and integrity of the system, training and
continuing education of employees and operators, scheduling of initial training and testing, and
certification testing and all required reports by NCIC. The AC shall:

I.

Understand the communications, records capabilities, and needs of the Contractor which
is accessing federal and state records through or because of its relationship with the CGA.

Participate in related meetings and provide input and comments for system improvement.

3. Receive information from the CGA (e.g., system updates) and disseminate it to appropriate

10.

3.2.8

Contractor employees.

Maintain and update manuals applicable to the effectuation of the agreement, and provide
them to the Contractor.

Maintain up-to-date records of Contractor’s employees who access the system, including
name, date of birth, social security number, date fingerprint card(s) submitted, date security
clearance issued, and date initially trained, tested, certified or recertified (if applicable).

Train or ensure the training of Contractor personnel. If Contractor personnel access NCIC,
schedule the operators for testing or a certification exam with the CSA staff, or AC staff
with permission from the CSA staff. Schedule new operators for the certification exam
within six (6) months of assignment. Schedule certified operators for biennial re-
certification testing within thirty (30) days prior to the expiration of certification. Schedule
operators for other mandated class.

The AC will not permit an untrained/untested or non-certified Contractor employee to
access CJI or systems supporting CJI where access to CJI can be gained.

Where appropriate, ensure compliance by the Contractor with NCIC validation
requirements.

Provide completed applicant fingerprint cards on each Contractor employee who accesses
the system to the CGA (or, where appropriate, CSA) for criminal background investigation
prior to such employee accessing the system.

Any other responsibility for the AC promulgated by the FBI.
CJIS Systems Agency Information Security Officer (CSA ISO)

The CSA ISO shall:

1.
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2.

Document technical compliance with the CJIS Security Policy with the goal to assure the
confidentiality, integrity, and availability of criminal justice information to the user
community throughout the CSA’s user community, to include the local level.

Document and provide assistance for implementing the security-related controls for the
Interface Agency and its users.

Establish a security incident response and reporting procedure to discover, investigate,
document, and report to the CSA, the affected criminal justice agency, and the FBI CJIS
Division ISO major incidents that significantly endanger the security or integrity of CJI.

3.2.9 Local Agency Security Officer (LASO)
Each LASO shall:

1.

Identify who is using the CSA approved hardware, software, and firmware and ensure no
unauthorized individuals or processes have access to the same.

Identify and document how the equipment is connected to the state system.

Ensure that personnel security screening procedures are being followed as stated in this
Policy.

Ensure the approved and appropriate security measures are in place and working as
expected.

Support policy compliance and ensure the CSA ISO is promptly informed of security
incidents.

3.2.10 FBI CJIS Division Information Security Officer (FBI CJIS ISO)
The FBI CJIS ISO shall:

1.
2.
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Maintain the CJIS Security Policy.
Disseminate the FBI Director approved CJIS Security Policy.

Serve as a liaison with the CSA’s ISO and with other personnel across the CJIS community
and in this regard provide technical guidance as to the intent and implementation of
operational and technical policy issues.

Serve as a point-of-contact (POC) for computer incident notification and distribution of
security alerts to the CSOs and ISOs.

Assist with developing audit compliance guidelines as well as identifying and reconciling
security-related issues.

Develop and participate in information security training programs for the CSOs and ISOs,
and provide a means by which to acquire feedback to measure the effectiveness and success
of such training.

Maintain a security policy resource center (SPRC) on FBI.gov and keep the CSOs and
ISOs updated on pertinent information.
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3.2.11 Repository Manager

The State Identification Bureau (SIB) Chief, i.e., Repository Manager or Chief Administrator, is
the designated manager of the agency having oversight responsibility for a state’s fingerprint
identification services. If both state fingerprint identification services and CJIS systems control
are managed within the same state agency, the SIB Chief and CSO may be the same person.

3.2.12 Compact Officer

Pursuant to the National Crime Prevention and Privacy Compact, each party state shall appoint a
Compact Officer who shall ensure that Compact provisions and rules, procedures, and standards
established by the Compact Council are complied with in their respective state.
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4 CRIMINAL JUSTICE INFORMATION AND PERSONALLY
IDENTIFIABLE INFORMATION

4.1 Criminal Justice Information (CJl)

Criminal Justice Information is the term used to refer to all of the FBI CJIS provided data necessary
for law enforcement and civil agencies to perform their missions including, but not limited to
biometric, identity history, biographic, property, and case/incident history data. The following
categories of CJI describe the various data sets housed by the FBI CJIS architecture:

1. Biometric Data—data derived from one or more intrinsic physical or behavioral traits of
humans typically for the purpose of uniquely identifying individuals from within a
population. Used to identify individuals, to include: fingerprints, palm prints, iris scans,
and facial recognition data.

2. Identity History Data—textual data that corresponds with an individual’s biometric data,
providing a history of criminal and/or civil events for the identified individual.

3. Biographic Data—information about individuals associated with a unique case, and not
necessarily connected to identity data. Biographic data does not provide a history of an
individual, only information related to a unique case.

4. Property Data—information about vehicles and property associated with crime when
accompanied by any personally identifiable information (PII).

5. Case/Incident History—information about the history of criminal incidents.

The following type of data are exempt from the protection levels required for CJI: transaction
control type numbers (e.g., ORI, NIC, UCN, etc.) when not accompanied by information that
reveals CJI or PII.

The intent of the CJIS Security Policy is to ensure the protection of the aforementioned CJI until
the information is: released to the public via authorized dissemination (e.g., within a court system;
presented in crime reports data; released in the interest of public safety); purged or destroyed in
accordance with applicable record retention rules. CJI introduced into the court system pursuant
to a judicial proceeding that can be released to the public via a public records request is not subject
to the CJIS Security Policy.

4.1.1 Criminal History Record Information (CHRI)

Criminal History Record Information (CHRI), sometimes informally referred to as “restricted
data”, is a subset of CJI. Due to its comparatively sensitive nature, additional controls are required
for the access, use and dissemination of CHRI. In addition to the dissemination restrictions
outlined below, Title 28, Part 20, Code of Federal Regulations (CFR), defines CHRI and provides
the regulatory guidance for dissemination of CHRI. While the CJIS Security Policy attempts to
be architecturally independent, the III and the NCIC are specifically identified in Title 28, Part 20,
CFR, and the NCIC Operating Manual, as associated with CHRI.
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4.2 Access, Use and Dissemination of Criminal History Record
Information (CHRI), NCIC Restricted Files Information, and
NCIC Non-Restricted Files Information

This section describes the requirements for the access, use and dissemination of CHRI, NCIC
restricted files information, and NCIC non-restricted files information.
4.2.1 Proper Access, Use, and Dissemination of CHRI

Information obtained from the III is considered CHRI. Rules governing the access, use, and
dissemination of CHRI are found in Title 28, Part 20, CFR. The III shall be accessed only for an
authorized purpose. Further, CHRI shall only be used for an authorized purpose consistent with
the purpose for which III was accessed. Dissemination to another agency is authorized if (a) the
other agency is an Authorized Recipient of such information and is being serviced by the accessing
agency, or (b) the other agency is performing personnel and appointment functions for criminal
justice employment applicants.

4.2.2 Proper Access, Use, and Dissemination of NCIC Restricted Files
Information

The NCIC hosts restricted files and non-restricted files. NCIC restricted files are distinguished
from NCIC non-restricted files by the policies governing their access and use. Proper access to,
use, and dissemination of data from restricted files shall be consistent with the access, use, and
dissemination policies concerning the III described in Title 28, Part 20, CFR, and the NCIC
Operating Manual. The restricted files, which shall be protected as CHRI, are as follows:

1. Gang Files

Threat Screening Center Files

Supervised Release Files

National Sex Offender Registry Files
Historical Protection Order Files of the NCIC
Identity Theft Files

Protective Interest Files

Person With Information (PWI) data in the Missing Person Files

D T AU e B

Violent Person File
10. NICS Denied Transactions File

The remaining NCIC files are considered non-restricted files.

4.2.3 Proper Access, Use, and Dissemination of NCIC Non-Restricted Files
Information

4.2.3.1 For Official Purposes

NCIC non-restricted files are those not listed as restricted files in Section 4.2.2. NCIC non-
restricted files information may be accessed and used for any authorized purpose consistent with
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the inquiring agency’s responsibility. Information obtained may be disseminated to (a) other
government agencies or (b) private entities authorized by law to receive such information for any
purpose consistent with their responsibilities.

4.2.3.2 For Other Authorized Purposes

NCIC non-restricted files may be accessed for other purposes consistent with the resources of the
inquiring agency; however, requests for bulk data are discouraged. Information derived from
NCIC non-restricted files for other than law enforcement purposes can be used by authorized
criminal justice personnel only to confirm the status of a person or property (i.e., wanted or stolen).
An inquiring agency is authorized to charge a nominal administrative fee for such service. Non-
restricted files information shall not be disseminated commercially.

A response to a NCIC person inquiry may include NCIC restricted files information as well as
NCIC non-restricted files information. Agencies shall not disseminate restricted files information
for purposes other than law enforcement.

4.2.3.3 CSO Authority in Other Circumstances

If no federal, state or local law or policy prohibition exists, the CSO may exercise discretion to
approve or deny dissemination of NCIC non-restricted file information.

4.2.4 Storage

When CHRI is stored, agencies shall establish appropriate administrative, technical and physical
safeguards to ensure the security and confidentiality of the information. These records shall be
stored for extended periods only when they are key elements for the integrity and/or utility of case
files and/or criminal record files. See Section 5.9 for physical security controls.

4.2.5 Justification and Penalties

4.2.5.1 Justification

In addition to the use of purpose codes and logging information, all users shall provide a reason
for all Il inquiries whenever requested by NCIC System Managers, CSAs, local agency
administrators, or their representatives.

4.2.5.2 Penalties

Improper access, use or dissemination of CHRI and NCIC Non-Restricted Files information is
serious and may result in administrative sanctions including, but not limited to, termination of
services and state and federal criminal penalties.

4.3 Personally Identifiable Information (PII)

For the purposes of this document, PII is information which can be used to distinguish or trace an
individual’s identity, such as name, social security number, or biometric records, alone or when
combined with other personal or identifying information which is linked or linkable to a specific
individual, such as date and place of birth, or mother’s maiden name. Any FBI CJIS provided data
maintained by an agency, including but not limited to, education, financial transactions, medical
history, and criminal or employment history may include PII. A criminal history record for

12/07/2022 12

CJISD-ITS-DOC-08140-5.9.2



example inherently contains PII as would a Law Enforcement National Data Exchange (N-DEXx)
case file.

PII shall be extracted from CJI for the purpose of official business only. Agencies shall develop
policies, based on state and local privacy rules, to ensure appropriate controls are applied when
handling PII extracted from CJI. Due to the expansive nature of PII, this Policy does not specify
auditing, logging, or personnel security requirements associated with the life cycle of PII.

Figure 2 — Dissemination of restricted and non-restricted NCIC data

A citizen of Springfield went to the Springfield Police Department to request whether his new
neighbor, who had been acting suspiciously, had an outstanding warrant. The Springfield Police
Department ran an NCIC persons inquiry, which produced a response that included a Wanted
Person File (non-restricted file) record and a Threat Screening Center File (restricted file)
record. The Springfield Police Department advised the citizen of the outstanding warrant but
did not disclose any information concerning the subject being on the Threat Screening Center
File.
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5 POLICY AND IMPLEMENTATION

The policy areas focus upon the data and services that the FBI CJIS Division exchanges and
provides to the criminal justice community and its partners. Each policy area provides both
strategic reasoning and tactical implementation requirements and standards.

While the major theme of the policy areas is concerned with electronic exchange directly with the
FBI, it is understood that further dissemination of CJI to Authorized Recipients by various means
(hard copy, e-mail, web posting, etc.) constitutes a significant portion of CJI exchanges.
Regardless of its form, use, or method of dissemination, CJI requires protection throughout its life.

Not every consumer of FBI CJIS services will encounter all of the policy areas therefore the
circumstances of applicability are based on individual agency/entity configurations and usage. Use
cases within each of the policy areas will help users relate the Policy to their own agency
circumstances. The policy areas are:

e Policy Area 1—Information Exchange Agreements

e Policy Area 2—Awareness and Training (AT)

e Policy Area 3—Incident Response

e Policy Area 4—Auditing and Accountability

e Policy Area 5—Access Control

e Policy Area 6—Identification and Authentication (IA)

e Policy Area 7—Configuration Management

e Policy Area 8—Media Protection (MP)

e Policy Area 9—Physical Protection

e Policy Area 10—Systems and Communications Protection
e Policy Area 11—Formal Audits

e Policy Area 12—Personnel Security

e Policy Area 13—Mobile Devices

e Policy Area 14—System and Services Acquisition (SA)
e Policy Area 15—System and Information Integrity (SI)
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5.1 Policy Area 1: Information Exchange Agreements

The information shared through communication mediums shall be protected with appropriate
security safeguards. The agreements established by entities sharing information across systems
and communications mediums are vital to ensuring all parties fully understand and agree to a set
of security standards.

5.1.1 Information Exchange

Before exchanging CJI, agencies shall put formal agreements in place that specify security
controls. The exchange of information may take several forms including electronic mail, instant
messages, web services, facsimile, hard copy, and information systems sending, receiving and
storing CJI.

Information exchange agreements outline the roles, responsibilities, and data ownership between
agencies and any external parties. Information exchange agreements for agencies sharing CJI data
that is sent to and/or received from the FBI CJIS shall specify the security controls and conditions
described in this document.

Information exchange agreements shall be supported by documentation committing both parties
to the terms of information exchange. As described in subsequent sections, different agreements
and policies apply, depending on whether the parties involved are CJAs or NCJAs. See Appendix
D for examples of Information Exchange Agreements.

There may be instances, on an ad-hoc basis, where CJI is authorized for further dissemination to
Authorized Recipients not covered by an information exchange agreement with the releasing
agency. In these instances the dissemination of CJI is considered to be secondary dissemination.
Law Enforcement and civil agencies shall have a local policy to validate a requestor of CJI as an
authorized recipient before disseminating CJI. See Section 5.1.3 for secondary dissemination
guidance.

5.1.1.1 Information Handling

Procedures for handling and storage of information shall be established to protect that information
from unauthorized disclosure, alteration or misuse. Using the requirements in this Policy as a
starting point, the procedures shall apply to the handling, processing, storing, and communication
of CJI. These procedures apply to the exchange of CJI no matter the form of exchange.

The policies for information handling and protection also apply to using CJI shared with or
received from FBI CJIS for noncriminal justice purposes. In general, a noncriminal justice purpose
includes the use of criminal history records for purposes authorized by federal or state law other
than purposes relating to the administration of criminal justice, including — but not limited to -
employment suitability, licensing determinations, immigration and naturalization matters, and
national security clearances.

5.1.1.2 State and Federal Agency User Agreements

Each CSA head or SIB Chief shall execute a signed written user agreement with the FBI CJIS
Division stating their willingness to demonstrate conformity with this Policy before accessing and
participating in CJIS records information programs. This agreement shall include the standards
and sanctions governing utilization of CJIS systems. As coordinated through the particular CSA
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or SIB Chief, each Interface Agency shall also allow the FBI to periodically test the ability to
penetrate the FBI’s network through the external network connection or system. All user
agreements with the FBI CJIS Division shall be coordinated with the CSA head.

5.1.1.3 Criminal Justice Agency User Agreements

Any CJA receiving access to CJI shall enter into a signed written agreement with the appropriate
signatory authority of the CSA providing the access. The written agreement shall specify the FBI
CJIS systems and services to which the agency will have access, and the FBI CJIS Division
policies to which the agency must adhere. These agreements shall include:

1. Audit.

2. Dissemination.

3. Hit confirmation.

4. Logging.

5. Quality Assurance (QA).

6. Screening (Pre-Employment).
7. Security.

8. Timeliness.

9. Training.

10. Use of the system.
11. Validation.

5.1.1.4 Interagency and Management Control Agreements

A NCJA (government) designated to perform criminal justice functions for a CJA shall be eligible
for access to the CJI. Access shall be permitted when such designation is authorized pursuant to
executive order, statute, regulation, or interagency agreement. The NCJA shall sign and execute a
management control agreement (MCA) with the CJA, which stipulates management control of the
criminal justice function remains solely with the CJA. The MCA may be a separate document or
included with the language of an interagency agreement. An example of an NCJA (government)
is a city information technology (IT) department.

5.1.1.5 Private Contractor User Agreements and CJIS Security Addendum

The CJIS Security Addendum is a uniform addendum to an agreement between the government
agency and a private contractor, approved by the Attorney General of the United States, which
specifically authorizes access to CHRI, limits the use of the information to the purposes for which
it is provided, ensures the security and confidentiality of the information is consistent with existing
regulations and the CJIS Security Policy, provides for sanctions, and contains such other
provisions as the Attorney General may require.

Private contractors who perform criminal justice functions shall meet the same training and
certification criteria required by governmental agencies performing a similar function, and shall
be subject to the same extent of audit review as are local user agencies. All private contractors
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who perform criminal justice functions shall acknowledge, via signing of the CJIS Security
Addendum Certification page, and abide by all aspects of the CJIS Security Addendum. The CJIS
Security Addendum is presented in Appendix H. Modifications to the CJIS Security Addendum
shall be enacted only by the FBI.

1. Private contractors designated to perform criminal justice functions for a CJA shall be
eligible for access to CJI. Access shall be permitted pursuant to an agreement which
specifically identifies the agency’s purpose and scope of providing services for the
administration of criminal justice. The agreement between the CJA and the private
contractor shall incorporate the CJIS Security Addendum approved by the Director of the
FBI, acting for the U.S. Attorney General, as referenced in Title 28 CFR 20.33 (a)(7).

2. Private contractors designated to perform criminal justice functions on behalf of a NCJA
(government) shall be eligible for access to CJI. Access shall be permitted pursuant to an
agreement which specifically identifies the agency’s purpose and scope of providing
services for the administration of criminal justice. The agreement between the NCJA and
the private contractor shall incorporate the CJIS Security Addendum approved by the
Director of the FBI, acting for the U.S. Attorney General, as referenced in Title 28 CFR
20.33 (a)(7).

5.1.1.6 Agency User Agreements

A NCJA (public) designated to request civil fingerprint-based background checks, with the full
consent of the individual to whom a background check is taking place, for noncriminal justice
functions, shall be eligible for access to CJI. Access shall be permitted when such designation is
authorized pursuant to federal law or state statute approved by the U.S. Attorney General. A NCJA
(public) receiving access to CJI shall enter into a signed written agreement with the appropriate
signatory authority of the CSA/SIB providing the access. An example of a NCJA (public) is a
county school board.

A NCJA (private) designated to request civil fingerprint-based background checks, with the full
consent of the individual to whom a background check is taking place, for noncriminal justice
functions, shall be eligible for access to CJI. Access shall be permitted when such designation is
authorized pursuant to federal law or state statute approved by the U.S. Attorney General. A NCJA
(private) receiving access to CJI shall enter into a signed written agreement with the appropriate
signatory authority of the CSA, SIB, or authorized agency providing the access. An example of a
NCJA (private) is a local bank.

All NCJAs accessing CJI shall be subject to all pertinent areas of the CJIS Security Policy (see
Appendix J for supplemental guidance). Each NCJA that directly accesses FBI CJI shall also
allow the FBI to periodically test the ability to penetrate the FBI’s network through the external
network connection or system.

5.1.1.7 Outsourcing Standards for Channelers

Channelers designated to request civil fingerprint-based background checks or noncriminal justice
ancillary functions on behalf of a NCJA (public) or NCJA (private) for noncriminal justice
functions shall be eligible for access to CJI. Access shall be permitted when such designation is
authorized pursuant to federal law or state statute approved by the U.S. Attorney General. All
Channelers accessing CJI shall be subject to the terms and conditions described in the Compact
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Council Security and Management Control Outsourcing Standard. Each Channeler that directly
accesses CJI shall also allow the FBI to conduct periodic penetration testing.

Channelers leveraging CJI to perform civil functions on behalf of an Authorized Recipient shall
meet the same training and certification criteria required by governmental agencies performing a
similar function, and shall be subject to the same extent of audit review as are local user agencies.

5.1.1.8 Outsourcing Standards for Non-Channelers

Contractors designated to perform noncriminal justice ancillary functions on behalf of a NCJA
(public) or NCJA (private) for noncriminal justice functions shall be eligible for access to CJI.
Access shall be permitted when such designation is authorized pursuant to federal law or state
statute approved by the U.S. Attorney General. All contractors accessing CJI shall be subject to
the terms and conditions described in the Compact Council Outsourcing Standard for Non-
Channelers. Contractors leveraging CJI to perform civil functions on behalf of an Authorized
Recipient shall meet the same training and certification criteria required by governmental agencies
performing a similar function, and shall be subject to the same extent of audit review as are local
user agencies.

5.1.2 Monitoring, Review, and Delivery of Services

As specified in the interagency agreements, MCAs, and contractual agreements with private
contractors, the services, reports and records provided by the service provider shall be regularly
monitored and reviewed. The CJA, authorized agency, or FBI shall maintain sufficient overall
control and visibility into all security aspects to include, but not limited to, identification of
vulnerabilities and information security incident reporting/response. The incident
reporting/response process used by the service provider shall conform to the incident
reporting/response specifications provided in this Policy.

5.1.2.1 Managing Changes to Service Providers

Any changes to services provided by a service provider shall be managed by the CJA, authorized
agency, or FBI. This includes provision of services, changes to existing services, and new services.
Evaluation of the risks to the agency shall be undertaken based on the criticality of the data, system,
and the impact of the change.

5.1.3 Secondary Dissemination

If CHRI is released to another authorized agency, and that agency was not part of the releasing
agency’s primary information exchange agreement(s), the releasing agency shall log such
dissemination.

5.1.4 Secondary Dissemination of Non-CHRI CJI

If CJI does not contain CHRI and is not part of an information exchange agreement then it does
not need to be logged. Dissemination shall conform to the local policy validating the requestor of
the CJI as an employee and/or contractor of a law enforcement agency or civil agency requiring
the CJI to perform their mission or a member of the public receiving CJI via authorized
dissemination.
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Figure 3 — Information Exchange Agreements Implemented by a Local Police Department

A local police department executed a Memorandum of Understanding (MOU) for the interface
with their state CSA. The local police department also executed an MOU (which included an
MCA) with the county information technology (IT) department for the day-to-day operations of

their criminal-justice infrastructure. The county IT department, in turn, outsourced operations
to a local vendor who signed the CJIS Security Addendum.

12/07/2022 19
CJISD-ITS-DOC-08140-5.9.2




5.2 AWARENESS AND TRAINING (AT)

Security training is key to the human element of information security. All users with authorized
access to CJI should be made aware of their individual responsibilities and expected behavior when
accessing CJI and the systems which process CJI. LASOs require enhanced training on the specific
duties and responsibilities of those positions and the impact those positions have on the overall
security of information systems.

AT-1 POLICY AND PROCEDURES?2
Control:

a. Develop, document, and disseminate to all personnel when their unescorted logical or
Pphysical access to any information system results in the ability, right, or privilege to view,
modify, or make use of unencrypted CJI:

1. Organization-level awareness and training policy that:

(a) Addresses purpose, scope, roles, responsibilities, management commitment,
coordination among organizational entities, and compliance; and

(b) Is consistent with applicable laws, executive orders, directives, regulations, policies,
standards, and guidelines; and

2. Procedures to facilitate the implementation of the awareness and training policy and the
associated awareness and training controls;

b. Designate organizational personnel with information security awareness and training
responsibilities to manage the development, documentation, and dissemination of the
awareness and training policy and procedures; and

c. Review and update the current awareness and training:

1. Policy annually and following changes in the information system operating
environment, when security incidents occur, or when changes to the CJIS Security
Policy are made; and

2. Procedures annually and following changes in the information system operating
environment, when security incidents occur, or when changes to the CJIS Security
Policy are made.

Discussion: Awareness and training policy and procedures address the controls in the AT
family that are implemented within systems and organizations. The risk management strategy
is an important factor in establishing such policies and procedures. Policies and procedures
contribute to security and privacy assurance. Therefore, it is important that security and
privacy programs collaborate on the development of awareness and training policy and
procedures. Security and privacy program policies and procedures at the organization level
are preferable, in general, and may obviate the need for mission- or system-specific policies
and procedures. The policy can be included as part of the general security and privacy policy
or be represented by multiple policies that reflect the complex nature of organizations.
Procedures can be established for security and privacy programs, for mission or business

2 This requirement is sanctionable for audit beginning October 1, 2023
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processes, and for systems, if needed. Procedures describe how the policies or controls are
implemented and can be directed at the individual or role that is the object of the procedure.
Procedures can be documented in system security and privacy plans or in one or more
separate documents. Events that may precipitate an update to awareness and training policy
and procedures include assessment or audit findings, security incidents or breaches, or
changes in applicable laws, executive orders, directives, regulations, policies, standards, and
guidelines. Simply restating controls does not constitute an organizational policy or procedure.

Related Controls: PS-8, SI-12.

AT-2 LITERACY TRAINING AND AWARENESS
Control:

a. Provide security and privacy literacy training to system users (including managers, senior
executives, and contractors):

1. As part of initial training for new users prior to accessing CJI and annually thereafter;
and

2. When required by system changes or within 30 days of any security event for
individuals involved in the event;

b. Employ one or more of the following techniques to increase the security and privacy
awareness of system users:

1. Displaying posters

2. Offering supplies inscribed with security and privacy reminders

3. Displaying logon screen messages

4. Generating email advisories or notices from organizational officials
5. Conducting awareness events

c. Update literacy training and awareness content annually and following changes in the
information system operating environment, when security incidents occur, or when
changes are made in the CJIS Security Policy; and

d. Incorporate lessons learned from internal or external security incidents or breaches into
literacy training and awareness techniques.

Discussion: Organizations provide basic and advanced levels of literacy training to system
users, including measures to test the knowledge level of users. Organizations determine the
content of literacy training and awareness based on specific organizational requirements, the
systems to which personnel have authorized access, and work environments (e.g., telework).
The content includes an understanding of the need for security and privacy as well as actions
by users to maintain security and personal privacy and to respond to suspected incidents. The
content addresses the need for operations security and the handling of personally identifiable
information.

Awareness techniques include displaying posters, offering supplies inscribed with security and
privacy reminders, displaying logon screen messages, generating email advisories or notices
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Jfrom organizational officials, and conducting awareness events. Literacy training after the
initial training described in AT-2a.1 is conducted at a minimum frequency consistent with
applicable laws, directives, regulations, and policies. Subsequent literacy training may be
satisfied by one or more short ad hoc sessions and include topical information on recent attack
schemes, changes to organizational security and privacy policies, revised security and privacy
expectations, or a subset of topics from the initial training. Updating literacy training and
awareness content on a regular basis helps to ensure that the content remains relevant. Events
that may precipitate an update to literacy training and awareness content include, but are not
limited to, assessment or audit findings, security incidents or breaches, or changes in
applicable laws, executive orders, directives, regulations, policies, standards, and guidelines.

Related Controls: AC-3, AC-17, AC-22, AT-3, AT-4, CP-3, IA-4, IR-2, IR-7, PL-4, PS-7, SA-8.

Control Enhancements:

(2) LITERACY TRAINING AND AWARENESS | INSIDER THREAT
Control:
Provide literacy training on recognizing and reporting potential indicators of insider threat.

Discussion: Potential indicators and possible precursors of insider threat can include
behaviors such as inordinate, long-term job dissatisfaction; attempts to gain access to
information not required for job performance; unexplained access to financial resources;
bullying or harassment of fellow employees; workplace violence; and other serious violations
of policies, procedures, directives, regulations, rules, or practices. Literacy training includes
how to communicate the concerns of employees and management regarding potential
indicators of insider threat through channels established by the organization and in
accordance with established policies and procedures. Organizations may consider tailoring
insider threat awareness topics to the role. For example, training for managers may be
focused on changes in the behavior of team members, while training for employees may be
focused on more general observations.

(3) LITERACY TRAINING AND AWARENESS | SOCIAL ENGINEERING AND MINING
Control:

Provide literacy training on recognizing and reporting potential and actual instances of social
engineering and social mining.

Discussion: Social engineering is an attempt to trick an individual into revealing information
or taking an action that can be used to breach, compromise, or otherwise adversely impact a
system. Social engineering includes phishing, pretexting, impersonation, baiting, quid pro
quo, thread-jacking, social media exploitation, and tailgating. Social mining is an attempt to
gather information about the organization that may be used to support future attacks.

Literacy training includes information on how to communicate the concerns of employees and
management regarding potential and actual instances of social engineering and data mining
through organizational channels based on established policies and procedures.
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AT-3 ROLE-BASED TRAINING

Control:

a. Provide role-based security and privacy training to personnel with the following roles and
responsibilities:

o All individuals with unescorted access to a physically secure location;

e General User: A user, but not a process, who is authorized to use an information
system;

o Privileged User: A user that is authorized (and, therefore, trusted) to perform
security-relevant functions that general users are not authorized to perform;

e Organizational Personnel with Security Responsibilities: Personnel with the
responsibility to ensure the confidentiality, integrity, and availability of CJI and the
implementation of technology in a manner compliant with the CJISSECPOL.

1. Before authorizing access to the system, information, or performing assigned duties,
and annually thereafter; and

2. When required by system changes.

b. Update role-based training content annually and following audits of the CSA and local
agencies; changes in the information system operating environment; security incidents; or
when changes are made to the CJIS Security Policy;

c. Incorporate lessons learned from internal or external security incidents or breaches into
role-based training;

d. Incorporate the minimum following topics into the appropriate role-based training

content:

1. All individuals with unescorted access to a physically secure location

a.

15

RN RN S

Access, Use and Dissemination of Criminal History Record Information
(CHRI), NCIC Restricted Files Information, and NCIC Non-Restricted Files
Information Penalties

Reporting Security Events

Incident Response Training

System Use Notification

Physical Access Authorizations

Physical Access Control

Monitoring Physical Access

Visitor Control

Personnel Sanctions

2. General User: A user, but not a process, who is authorized to use an information
system. In addition to AT-3 (d) (1) above, include the following topics:

a.
b.
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Criminal Justice Information

Proper Access, Use, and Dissemination of NCIC Non-Restricted Files
Information

Personally Identifiable Information
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Information Handling
Media Storage
Media Access
Audit Monitoring, Analysis, and Reporting
Access Enforcement
Least Privilege
System Access Control
Access Control Criteria
System Use Notification
. Session Lock
Personally Owned Information Systems
Password
Access Control for Display Medium
Encryption
Malicious Code Protection
Spam and Spyware Protection
Cellular Devices
Mobile Device Management
Wireless Device Risk Mitigations
Wireless Device Malicious Code Protection
Literacy Training and Awareness/Social Engineering and Mining
Identification and Authentication (Organizational Users)
Media Protection
3. Privileged User: A user that is authorized (and, therefore, trusted) to perform security-
relevant functions that general users are not authorized to perform. In addition to AT-
3 (d) (1) and (2) above, include the following topics:
a. Access Control
b. System and Communications Protection and Information Integrity
¢. Patch Management
d. Data backup and storage—centralized or decentralized approach
e. Most recent changes to the CJIS Security Policy
4. Organizational Personnel with Security Responsibilities: Personnel with the
responsibility to ensure the confidentiality, integrity, and availability of CJI and the
implementation of technology in a manner compliant with the CJISSECPOL. In
addition to AT-3 (d) (1), (2), and (3) above, include the following topics:
a. Local Agency Security Officer Role
b. Authorized Recipient Security Officer Role
c. Additional state/local/tribal/territorial or federal agency roles and
responsibilities
d. Summary of audit findings from previous state audits of local agencies
e. Findings from the last FBI CJIS Division audit

NEXEFIRNLIRTSIINRTETESE A
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Discussion: Organizations determine the content of training based on the assigned roles and
responsibilities of individuals as well as the security and privacy requirements of organizations
and the systems to which personnel have authorized access, including technical training
specifically tailored for assigned duties. Roles that may require role-based training include
senior leaders or management officials (e.g., head of agency/chief executive officer, chief
information officer, senior accountable official for risk management, senior agency
information security officer, senior agency official for privacy), system owners; authorizing
officials; system security officers; privacy officers; acquisition and procurement officials;
enterprise architects; systems engineers; software developers; systems security engineers;
privacy engineers; system, network, and database administrators; auditors; personnel
conducting configuration management activities; personnel performing verification and
validation activities; personnel with access to system-level software; control assessors;
personnel with contingency planning and incident response duties; personnel with privacy
management responsibilities; and personnel with access to personally identifiable
information.

Comprehensive role-based training addresses management, operational, and technical roles
and responsibilities covering physical, personnel, and technical controls. Role-based training
also includes policies, procedures, tools, methods, and artifacts for the security and privacy
roles defined. Organizations provide the training necessary for individuals to fulfill their
responsibilities related to operations and supply chain risk management within the context of
organizational security and privacy programs. Role-based training also applies to contractors
who provide services to federal agencies. Types of training include web-based and computer-
based training, classroom-style training, and hands-on training (including micro-training).
Updating role-based training on a regular basis helps to ensure that the content remains
relevant and effective. Events that may precipitate an update to role-based training content
include, but are not limited to, assessment or audit findings, security incidents or breaches, or
changes in applicable laws, executive orders, directives, regulations, policies, standards, and
guidelines.

Related Controls: AC-3, AC-17, AC-22, AT-2, AT-4, CP-3, IR-2, IR-4, IR-7, PL-4, PS-7, PS-9,
SA-3, SA-8, SA-11, SR-5, SR-6, SR-11.

Control Enhancements:

(5) ROLE-BASED TRAINING | PROCESSING PERSONALLY IDENTIFIABLE INFORMATION
Control:

Provide all personnel when their unescorted logical or physical access to any information system
results in the ability, right, or privilege to view, modify, or make use of unencrypted CJI with
initial and annual training in the employment and operation of personally identifiable
information processing and transparency controls.

Discussion: Personally identifiable information processing and transparency controls include
the organization’s authority to process personally identifiable information and personally
identifiable information processing purposes. Role-based training for federal agencies
addresses the types of information that may constitute personally identifiable information and
the risks, considerations, and obligations associated with its processing. Such training also
considers the authority to process personally identifiable information documented in privacy
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policies and notices, system of records notices, computer matching agreements and notices,
privacy impact assessments, [PRIVACT] statements, contracts, information sharing
agreements, memoranda of understanding, and/or other documentation.

AT-4 TRAINING RECORDS
Control:

a. Document and monitor information security and privacy training activities, including
security and privacy awareness training and specific role-based security and privacy
training; and

b. Retain individual training records for a minimum of three years.

Discussion: Documentation for specialized training may be maintained by individual
supervisors at the discretion of the organization. The National Archives and Records
Administration provides guidance on records retention for federal agencies. Retention of
records for three (3) years accounts for a triennial audit cycle.

Related Controls: AT-2, AT-3, CP-3, IR-2, SI-12.

Figure 4 — Security Awareness Training Use Cases

Use Case 1 - Awareness and Training Program Implementation by a Local Police Department

A local police department with a staff of 20 sworn criminal justice professionals and 15 support
personnel worked with a vendor to develop role-specific -awareness training, and required all
staff to complete this training upon assignment and every year thereafter. The vendor
maintained the training records for the police department’s entire staff, and provided reporting
to the department to help it ensure compliance with the CJIS Security Policy.

Use Case 2 — All individuals with unescorted access to a physically secure location

A local police department hires custodial staff that will have physical access throughout the PD (a
physically secure location) after normal business hours to clean the facility. These personnel have
unescorted access to a physically secure location and therefore must be given the awareness
training on all the topics identified in CJISSECPOL AT-3 d 1.

Use Case 3 — General User Awareness and Training

A school district maintains a locked file cabinet with hard copies of background check results of all
teachers and employees which may include CJI (CHRI). Only authorized personnel who have the
ability to open the cabinet are required to be given the baseline security awareness training on all
the topics identified in CJISSECPOL AT-3 d 1 and 2.

Use Case 4 — General User Awareness and Training

A County Sheriff’s Office has employed a number of dispatchers. Part of the function of these
dispatchers is to run CJI queries at the request of the Sheriff and deputies. As part of their daily
duties, the dispatchers have access to CJI both logically (running queries) and physically (printed
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copies of reports containing CJI). These dispatchers are entrusted with direct access to CJI and are
therefore required to be given the awareness training on all the topics identified in CJISSECPOL
AT-3d 1 and 2.

Use Case 5 — Privileged User Awareness and Training

The State Police has hired a number of system and network administrator personnel to help bolster
security of the state network. Part of their daily duties may include creating accounts for new
personnel, implementing security patches for existing systems, creating backups of existing systems,
and implementing access controls throughout the network. These administrators have privileged
access to CJI and ClJI-processing systems and are therefore required to be given the awareness
training on all the topics identified in CJISSECPOL AT-3d 1, 2, and 3.
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5.3 Policy Area 3: Incident Response

The security risk of both accidental and malicious attacks against government and private agencies,
remains persistent in both physical and logical environments. To ensure protection of CJI, agencies
shall: (i) establish operational incident handling procedures that include adequate preparation,
detection, analysis, containment, recovery, and user response activities; (ii) track, document, and
report incidents to appropriate agency officials and/or authorities.

ISOs have been identified as the POC on security-related issues for their respective agencies and
shall ensure LASOs institute the CSA incident response reporting procedures at the local level.
Appendix F contains a sample incident notification letter for use when communicating the details
of a CJI-related incident to the FBI CJIS ISO.

Refer to Section 5.13.5 for additional incident response requirements related to mobile devices
used to access CJI.
5.3.1 Reporting Security Events

The agency shall promptly report incident information to appropriate authorities. Security events,
including identified weaknesses associated with the event, shall be communicated in a manner
allowing timely corrective action to be taken. Formal event reporting and escalation procedures
shall be in place. Wherever feasible, the agency shall employ automated mechanisms to assist in
the reporting of security incidents. All employees, contractors and third party users shall be made
aware of the procedures for reporting the different types of event and weakness that might have an
impact on the security of agency assets and are required to report any security events and
weaknesses as quickly as possible to the designated point of contact.

5.3.1.1 Reporting Structure and Responsibilities

5.3.1.1.1 FBI CJIS Division Responsibilities
The FBI CJIS Division shall:

1. Manage and maintain the CJIS Division's Computer Security Incident Response Capability
(CSIRC).

2. Serve as a central clearinghouse for all reported intrusion incidents, security alerts,
bulletins, and other security-related material.

3. Ensure additional resources for all incidents affecting FBI CJIS Division controlled
systems as needed.

4. Disseminate prompt advisories of system threats and operating system vulnerabilities via
the security policy resource center on FBI.gov, to include but not limited to: Product
Security Bulletins, Virus Bulletins, and Security Clips.

5. Track all reported incidents and/or trends.

6. Monitor the resolution of all incidents.

5.3.1.1.2 CSA ISO Responsibilities
The CSA ISO shall:
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1. Assign individuals in each state, federal, and international law enforcement organization
to be the primary point of contact for interfacing with the FBI CJIS Division concerning
incident handling and response.

2. Identify individuals who are responsible for reporting incidents within their area of
responsibility.

3. Collect incident information from those individuals for coordination and sharing among
other organizations that may or may not be affected by the incident.

4. Develop, implement, and maintain internal incident response procedures and coordinate
those procedures with other organizations that may or may not be affected.

5. Collect and disseminate all incident-related information received from the Department of
Justice (DOJ), FBI CJIS Division, and other entities to the appropriate local law
enforcement POCs within their area.

6. Actasasingle POC for their jurisdictional area for requesting incident response assistance.

5.3.2 Management of Security Incidents

A consistent and effective approach shall be applied to the management of security incidents.
Responsibilities and procedures shall be in place to handle security events and weaknesses
effectively once they have been reported.

5.3.2.1 Incident Handling

The agency shall implement an incident handling capability for security incidents that includes
preparation, detection and analysis, containment, eradication, and recovery. Wherever feasible,
the agency shall employ automated mechanisms to support the incident handling process.

Incident-related information can be obtained from a variety of sources including, but not limited
to, audit monitoring, network monitoring, physical access monitoring, and user/administrator
reports. The agency should incorporate the lessons learned from ongoing incident handling
activities into the incident response procedures and implement the procedures accordingly.

5.3.2.2 Collection of Evidence

Where a follow-up action against a person or agency after an information security incident involves
legal action (either civil or criminal), evidence shall be collected, retained, and presented to
conform to the rules for evidence laid down in the relevant jurisdiction(s).

5.3.3 Incident Response Training

The agency shall ensure general incident response roles responsibilities are included as part of
required security awareness training.

5.3.4 Incident Monitoring

The agency shall track and document security incidents on an ongoing basis. The CSA ISO shall
maintain completed security incident reporting forms until the subsequent FBI triennial audit or
until legal action (if warranted) is complete; whichever time-frame is greater.
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Figure 5 — Incident Response Process Initiated by an Incident in a Local Police Department

A state ISO received a notification from a local police department that suspicious network
activity from a known botnet was detected on their network. The state ISO began the process
of collecting all pertinent information about this incident, e.g., incident date/time, points-of-
contact, systems affected, nature of the incident, actions taken, etc. and requested that the local
police department confirm that their malware signatures were up to date. The state ISO
contacted both the FBI CJIS ISO and state CSO to relay the preliminary details of this incident.
The FBI CJIS ISO instructed the involved parties to continue their investigation and to submit
an incident response form once all the information had been gathered. The FBI CJIS ISO
contacted the lead for the FBI CSIRC to inform them that an incident response form was
forthcoming. The state ISO gathered the remainder of the information from the local police
department and submitted a completed incident response form to the FBI CJIS ISO who
subsequently provided it to the FBI CSIRC. The FBI CSIRC notified the Department of Justice
Computer Incident Response Team (DOJCIRT). The state ISO continued to monitor the
situation, passing relevant details to the FBI CJIS ISO, ultimately determining that the botnet
was eliminated from the local police department’s infrastructure. Subsequent investigations
determined that the botnet was restricted to the department’s administrative infrastructure and
thus no CJI was compromised.
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5.4 Policy Area 4: Auditing and Accountability

Agencies shall implement audit and accountability controls to increase the probability of
authorized users conforming to a prescribed pattern of behavior. Agencies shall carefully assess
the inventory of components that compose their information systems to determine which security
controls are applicable to the various components.

Auditing controls are typically applied to the components of an information system that provide
auditing capability (servers, etc.) and would not necessarily be applied to every user-level
workstation within the agency. As technology advances, more powerful and diverse functionality
can be found in such devices as personal digital assistants and cellular telephones, which may
require the application of security controls in accordance with an agency assessment of risk.

Refer to Section 5.13.6 for additional audit requirements related to mobile devices used to access
CJL
5.4.1 Auditable Events and Content (Information Systems)

The agency’s information system shall generate audit records for defined events. These defined
events include identifying significant events which need to be audited as relevant to the security
of the information system. The agency shall specify which information system components carry
out auditing activities. Auditing activity can affect information system performance and this issue
must be considered as a separate factor during the acquisition of information systems.

The agency’s information system shall produce, at the application and/or operating system level,
audit records containing sufficient information to establish what events occurred, the sources of
the events, and the outcomes of the events. The agency shall periodically review and update the
list of agency-defined auditable events. In the event an agency does not use an automated system,
manual recording of activities shall still take place.

5.4.1.1 Events
The following events shall be logged:
1. Successful and unsuccessful system log-on attempts.
2. Successful and unsuccessful attempts to use:
a. access permission on a user account, file, directory or other system resource;
b. create permission on a user account, file, directory or other system resource;
c. write permission on a user account, file, directory or other system resource;
d. delete permission on a user account, file, directory or other system resource;
e. change permission on a user account, file, directory or other system resource.
3. Successful and unsuccessful attempts to change account passwords.

4. Successful and unsuccessful actions by privileged accounts (i.e., root, Oracle, DBA, admin,
etc.).

5. Successful and unsuccessful attempts for users to:

a. access the audit log file;
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b. modify the audit log file;
c. destroy the audit log file.

5.4.1.1.1 Content
The following content shall be included with every audited event:
1. Date and time of the event.

2. The component of the information system (e.g., software component, hardware
component) where the event occurred.

3. Type of event.
4. User/subject identity.

5. Outcome (success or failure) of the event.

5.4.2 Response to Audit Processing Failures

The agency’s information system shall provide alerts to appropriate agency officials in the event
of an audit processing failure. Audit processing failures include, for example: software/hardware
errors, failures in the audit capturing mechanisms, and audit storage capacity being reached or
exceeded.

5.4.3 Audit Monitoring, Analysis, and Reporting

The responsible management official shall designate an individual or position to review/analyze
information system audit records for indications of inappropriate or unusual activity, investigate
suspicious activity or suspected violations, to report findings to appropriate officials, and to take
necessary actions. Audit review/analysis shall be conducted at a minimum once a week. The
frequency of review/analysis should be increased when the volume of an agency’s processing
indicates an elevated need for audit review. The agency shall increase the level of audit monitoring
and analysis activity within the information system whenever there is an indication of increased
risk to agency operations, agency assets, or individuals based on law enforcement information,
intelligence information, or other credible sources of information.

5.4.4 Time Stamps

The agency’s information system shall provide time stamps for use in audit record generation. The
time stamps shall include the date and time values generated by the internal system clocks in the
audit records. The agency shall synchronize internal information system clocks on an annual basis.

5.4.5 Protection of Audit Information

The agency’s information system shall protect audit information and audit tools from modification,
deletion and unauthorized access.

5.4.6 Audit Record Retention

The agency shall retain audit records for at least one (1) year. Once the minimum retention time
period has passed, the agency shall continue to retain audit records until it is determined they are
no longer needed for administrative, legal, audit, or other operational purposes. This includes, for
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example, retention and availability of audit records relative to Freedom of Information Act (FOIA)
requests, subpoena, and law enforcement actions.

5.4.7 Logging NCIC and Ill Transactions

A log shall be maintained for a minimum of one (1) year on all NCIC and III transactions. The III
portion of the log shall clearly identify both the operator and the authorized receiving agency. 111
logs shall also clearly identify the requester and the secondary recipient. The identification on the
log shall take the form of a unique identifier that shall remain unique to the individual requester
and to the secondary recipient throughout the minimum one year retention period.

Figure 6 — Local Police Department's Use of Audit Logs

A state CSO contacted a local police department regarding potentially inappropriate use of
CHRI that was retrieved using the local department’s ORI. The state CSO requested all relevant
information from the police department to reconcile state NCIC and III logs against local police
department logs. The police department provided the combination of their CJI processing
application’s logs with relevant operating system and network infrastructure logs to help verify
the identity of the users conducting these queries. The review of these logs substantiated the

CSO’s suspicion.
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5.5 Policy Area 5: Access Control

Access control provides the planning and implementation of mechanisms to restrict reading,
writing, processing and transmission of CJIS information and the modification of information
systems, applications, services and communication configurations allowing access to CJIS
information.

Refer to Section 5.13.6 for additional access control requirements related to mobile devices used
to access CJI.

5.5.1 Account Management

The agency shall manage information system accounts, including establishing, activating,
modifying, reviewing, disabling, and removing accounts. The agency shall validate information
system accounts at least annually and shall document the validation process. The validation and
documentation of accounts can be delegated to local agencies.

Account management includes the identification of account types (i.e., individual, group, and
system), establishment of conditions for group membership, and assignment of associated
authorizations. The agency shall identify authorized users of the information system and specify
access rights/privileges. The agency shall grant access to the information system based on:

1. Valid need-to-know/need-to-share that is determined by assigned official duties.
2. Satisfaction of all personnel security criteria.

The agency responsible for account creation shall be notified when:
1. A user’s information system usage or need-to-know or need-to-share changes.

2. A user is terminated or transferred or associated accounts are removed, disabled, or
otherwise secured.

5.5.2 Access Enforcement

The information system shall enforce assigned authorizations for controlling access to the system
and contained information. The information system controls shall restrict access to privileged
functions (deployed in hardware, software, and firmware) and security-relevant information to
explicitly authorized personnel.

Explicitly authorized personnel include, for example, security administrators, system and network
administrators, and other privileged users with access to system control, monitoring, or
administration functions (e.g., system administrators, information system security officers,
maintainers, system programmers).

Access control policies (e.g., identity-based policies, role-based policies, rule-based policies) and
associated access enforcement mechanisms (e.g., access control lists, access control matrices,
cryptography) shall be employed by agencies to control access between users (or processes acting
on behalf of users) and objects (e.g., devices, files, records, processes, programs, domains) in the
information system.
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5.5.2.1 Least Privilege

The agency shall approve individual access privileges and shall enforce physical and logical access
restrictions associated with changes to the information system; and generate, retain, and review
records reflecting all such changes. The agency shall enforce the most restrictive set of
rights/privileges or access needed by users for the performance of specified tasks. The agency
shall implement least privilege based on specific duties, operations, or information systems as
necessary to mitigate risk to CJI. This limits access to CJI to only authorized personnel with the
need and the right to know.

Logs of access privilege changes shall be maintained for a minimum of one year or at least equal
to the agency’s record retention policy — whichever is greater.
5.5.2.2 System Access Control

Access control mechanisms to enable access to CJI shall be restricted by object (e.g., data set,
volumes, files, records) including the ability to read, write, or delete the objects. Access controls
shall be in place and operational for all IT systems to:

1. Prevent multiple concurrent active sessions for one user identification, for those
applications accessing CJI, unless the agency grants authority based upon operational
business needs. Agencies shall document the parameters of the operational business needs
for multiple concurrent active sessions.

2. Ensure that only authorized personnel can add, change, or remove component devices, dial-
up connections, and remove or alter programs.
5.5.2.3 Access Control Criteria
Agencies shall control access to CJI based on one or more of the following:
1. Job assignment or function (i.e., the role) of the user seeking access.
2. Physical location.
3. Logical location.
4

Network addresses (e.g., users from sites within a given agency may be permitted greater
access than those from outside).

5. Time-of-day and day-of-week/month restrictions.

5.5.2.4 Access Control Mechanisms
When setting up access controls, agencies shall use one or more of the following mechanisms:

1. Access Control Lists (ACLs). ACLs are a register of users (including groups, machines,
processes) who have been given permission to use a particular object (system resource)
and the types of access they have been permitted.

2. Resource Restrictions. Access to specific functions is restricted by never allowing users
to request information, functions, or other resources for which they do not have access.
Three major types of resource restrictions are: menus, database views, and network
devices.
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3. Encryption. Encrypted information can only be decrypted, and therefore read, by those
possessing the appropriate cryptographic key. While encryption can provide strong access
control, it is accompanied by the need for strong key management. Follow the guidance in
Section 5.10.1.2 for encryption requirements if encryption of stored information is
employed as an access enforcement mechanism.

4. Application Level. In addition to controlling access at the information system level, access
enforcement mechanisms are employed at the application level to provide increased
information security for the agency.

5.5.3 Unsuccessful Login Attempts

Where technically feasible, the system shall enforce a limit of no more than 5 consecutive invalid
access attempts by a user (attempting to access CJI or systems with access to CJI). The system
shall automatically lock the account/node for a 10 minute time period unless released by an
administrator.

5.5.4 System Use Notification

The information system shall display an approved system use notification message, before granting
access, informing potential users of various usages and monitoring rules. The system use
notification message shall, at a minimum, provide the following information:

1. The user is accessing a restricted information system.
2. System usage may be monitored, recorded, and subject to audit.

3. Unauthorized use of the system is prohibited and may be subject to criminal and/or civil
penalties.

b

Use of the system indicates consent to monitoring and recording.

The system use notification message shall provide appropriate privacy and security notices (based
on associated privacy and security policies or summaries) and remain on the screen until the user
acknowledges the notification and takes explicit actions to log on to the information system.

Privacy and security policies shall be consistent with applicable laws, executive orders, directives,
policies, regulations, standards, and guidance. System use notification messages can be
implemented in the form of warning banners displayed when individuals log in to the information
system. For publicly accessible systems:

1. the system use information is available and when appropriate, is displayed before
granting access;

2. any references to monitoring, recording, or auditing are in keeping with privacy
accommodations for such systems that generally prohibit those activities; and

3. the notice given to public users of the information system includes a description of the
authorized uses of the system.

5.5.5 Session Lock

The information system shall prevent further access to the system by initiating a session lock after
a maximum of 30 minutes of inactivity, and the session lock remains in effect until the user
reestablishes access using appropriate identification and authentication procedures. Users shall
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directly initiate session lock mechanisms to prevent inadvertent viewing when a device is
unattended. A session lock is not a substitute for logging out of the information system. In the
interest of safety, devices that are: (1) part of a criminal justice conveyance; or (2) used to perform
dispatch functions and located within a physically secure location; or (3) terminals designated
solely for the purpose of receiving alert notifications (i.e., receive only terminals or ROT) used
within physically secure location facilities that remain staffed when in operation, are exempt from
this requirement. Note: an example of a session lock is a screen saver with password.

5.5.6 Remote Access

The agency shall authorize, monitor, and control all methods of remote access to the information
system. Remote access is any temporary access to an agency’s information system by a user (or
an information system) communicating temporarily through an external, non-agency-controlled
network (e.g., the Internet).

The agency shall employ automated mechanisms to facilitate the monitoring and control of remote
access methods. The agency shall control all remote accesses through managed access control
points. The agency may permit remote access for privileged functions only for compelling
operational needs but shall document the technical and administrative process for enabling remote
access for privileged functions in the security plan for the information system.

Virtual escorting of privileged functions is permitted only when all the following conditions are
met:

The session shall be monitored at all times by an authorized escort

The escort shall be familiar with the system/area in which the work is being performed.
The escort shall have the ability to end the session at any time.

The remote administrative personnel connection shall be via an encrypted (FIPS 140-2
certified) path.

5. The remote administrative personnel shall be identified prior to access and authenticated
prior to or during the session. This authentication may be accomplished prior to the
session via an Advanced Authentication (AA) solution or during the session via active
teleconference with the escort throughout the session.

=

5.5.6.1 Personally Owned Information Systems

A personally owned information system shall not be authorized to access, process, store or transmit
CJI unless the agency has established and documented the specific terms and conditions for
personally owned information system usage. When personally owned mobile devices (i.e., bring
your own device [BYOD]) are authorized, they shall be controlled in accordance with the
requirements in Policy Area 13: Mobile Devices.

This control does not apply to the use of personally owned information systems to access agency’s
information systems and information that are intended for public access (e.g., an agency’s public
website that contains purely public information).

5.5.6.2 Publicly Accessible Computers

Publicly accessible computers shall not be used to access, process, store or transmit CJI. Publicly
accessible computers include but are not limited to: hotel business center computers, convention
center computers, public library computers, public kiosk computers, etc.
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Figure 7 — A Local Police Department’s Access Controls

A local police department purchased a new computer-assisted dispatch (CAD) system that
integrated with their state CSA’s CJI interfaces. In doing so, the police department employed
least-privilege practices to ensure that its employees were only given those privileges needed to
perform their jobs, and as such, excluding IT administrators, employees had only non-
administrative privileges on all equipment they used. The police department also used ACLs in
the operating systems to control access to the CAD client’s executables. The CAD system used
internal role-based access controls to ensure only those users that needed access to CJI were
given it. The police department performed annual audits of user accounts on all systems under
their control including remote access mechanisms, operating systems, and the CAD system to
ensure all accounts were in valid states. The police department implemented authentication-
failure account lockouts, system use notification via login banners, and screen-saver passwords
on all equipment that processes CJI.
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5.6 IDENTIFICATION AND AUTHENTICATION (lA)

Identification is a unique, auditable representation of an identity within an information system
usually in the form of a simple character string for each individual user, machine, software
component, or any other entity. Authentication refers to mechanisms or processes to verify the
identity of a user, process, or device, as a prerequisite to allowing access to a system’s resources.

IA-0 USE OF ORIGINATING AGENCY IDENTIFIERS IN TRANSACTIONS AND
INFORMATION EXCHANGES

An FBI authorized originating agency identifier (ORI) shall be used in each transaction on CJIS
systems in order to identify the sending agency and to ensure the proper level of access for each
transaction. The original identifier between the requesting agency and the CSA/SIB/Channeler
shall be the ORI, and other agency identifiers, such as user identification or personal identifier, an
access device mnemonic, or the Internet Protocol (IP) address.

Agencies may act as a servicing agency and perform transactions on behalf of authorized agencies
requesting the service. Servicing agencies performing inquiry transactions on behalf of another
agency may do so using the requesting agency’s ORI. Servicing agencies may also use their own
ORI to perform inquiry transactions on behalf of a requesting agency if the means and procedures
are in place to provide an audit trail for the current specified retention period. Because the agency
performing the transaction may not necessarily be the same as the agency requesting the
transaction, the CSA/SIB/Channeler shall ensure that the ORI for each transaction can be traced,
via audit trail, to the specific agency which is requesting the transaction.

Audit trails can be used to identify the requesting agency if there is a reason to inquire into the
details surrounding why an agency ran an inquiry on a subject. Agencies assigned a limited access
ORI shall not use the full access ORI of another agency to conduct an inquiry transaction.

NOTE: This control will be included in AC-3 Access Enforcement when modernized.

IA-1 POLICY AND PROCEDURES?

Control:

a. Develop, document, and disseminate to authorized personnel:
1. Agency/Entity identification and authentication policy that:

(a) Addresses purpose, scope, roles, responsibilities, management commitment,
coordination among organizational entities, and compliance; and

(b) Is consistent with applicable laws, executive orders, directives, regulations, policies,
standards, and guidelines; and

2. Procedures to facilitate the implementation of the identification and authentication policy
and the associated identification and authentication controls;

3 This requirement is sanctionable for audit beginning October 1, 2024.
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b. Designate an individual with security responsibilities to manage the development,
documentation, and dissemination of the identification and authentication policy and
procedures; and

¢. Review and update the current identification and authentication:

1. Policy annually and following any security incidents involving unauthorized access to
CJI or systems used to process, store, or transmit CJI; and

2. Procedures annually and following any security incidents involving unauthorized access
to CJI or systems used to process, store, or transmit CJI.

DISCUSSION: Identification and authentication policy and procedures address the controls in
the IA family that are implemented within systems and organizations. The risk management
strategy is an important factor in establishing such policies and procedures. Policies and
procedures contribute to security and privacy assurance. Therefore, it is important that security
and privacy programs collaborate on the development of identification and authentication
policy and procedures. Security and privacy program policies and procedures at the
organization level are preferable, in general, and may obviate the need for mission- or system-
specific policies and procedures. The policy can be included as part of the general security and
privacy policy or be represented by multiple policies that reflect the complex nature of
organizations. Procedures can be established for security and privacy programs, for mission or
business processes, and for systems, if needed. Procedures describe how the policies or controls
are implemented and can be directed at the individual or role that is the object of the procedure.
Procedures can be documented in system security and privacy plans or in one or more separate
documents. Events that may precipitate an update to identification and authentication policy
and procedures include assessment or audit findings, security incidents or breaches, or changes
in applicable laws, executive orders, directives, regulations, policies, standards, and guidelines.
Simply restating controls does not constitute an organizational policy or procedure.

Related Controls: AC-1, PS-8, SI-12.

Control Enhancements: None.

IA-2 IDENTIFICATION AND AUTHENTICATION (ORGANIZATIONAL USERS)
Control:

Uniquely identify and authenticate organizational users and associate that unique identification
with processes acting on behalf of those users.

DISCUSSION: Organizations can satisfy the identification and authentication requirements by
complying with the requirements in [HSPD 12]. Organizational users include employees or
individuals who organizations consider to have an equivalent status to employees (e.g.,
contractors and guest researchers). Unique identification and authentication of users applies to
all accesses other than those that are explicitly identified in AC-14 and that occur through the
authorized use of group authenticators without individual authentication. Since processes
execute on behalf of groups and roles, organizations may require unique identification of
individuals in group accounts or for detailed accountability of individual activity.
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Organizations employ passwords, physical authenticators, or biometrics to authenticate user
identities or, in the case of multi-factor authentication, some combination thereof. Access to
organizational systems is defined as either local access or network access. Local access is any
access to organizational systems by users or processes acting on behalf of users, where access
is obtained through direct connections without the use of networks. Network access is access to
organizational systems by users (or processes acting on behalf of users) where access is obtained
through network connections (i.e., nonlocal accesses). Remote access is a type of network access
that involves communication through external networks. Internal networks include local area
networks and wide area networks.

The use of encrypted virtual private networks for network connections between organization-
controlled endpoints and non-organization-controlled endpoints may be treated as internal
networks with respect to protecting the confidentiality and integrity of information traversing
the network. Identification and authentication requirements for non-organizational users are
described in 14-8.

Related Controls: AC-2, AC-3, AC-4, AC-14, AC-17, AC-18, AU-1, AU-6, IA-4, IA-5, IA-8, MA-
4, MA-5, PE-2, PL-4, SA-4, SA-8.

Control Enhancements:

(1) IDENTIFICATION AND AUTHENTICATION (ORGANIZATIONAL USERS) | MULTI-
FACTOR AUTHENTICATION TO PRIVILEGED ACCOUNTS

Control:
Implement multi-factor authentication for access to privileged accounts.

DISCUSSION: Multi-factor authentication requires the use of two or more different factors to
achieve authentication. The authentication factors are defined as follows: something you know
(e.g., a personal identification number [PIN]), something you have (e.g., a physical
authenticator such as a cryptographic private key), or something you are (e.g., a biometric).
Multi-factor authentication solutions that feature physical authenticators include hardware
authenticators that provide time-based or challenge-response outputs and smart cards such as
the U.S. Government Personal Identity Verification (PIV) card or the Department of Defense
(DoD) Common Access Card (CAC). In addition to authenticating users at the system level (i.e.,
at logon), organizations may employ authentication mechanisms at the application level, at their
discretion, to provide increased security. Regardless of the type of access (i.e., local, network,
remote), privileged accounts are authenticated using multi-factor options appropriate for the
level of risk. Organizations can add additional security measures, such as additional or more
rigorous authentication mechanisms, for specific types of access.

Related Controls: AC-5, AC-6.

(2) IDENTIFICATION AND AUTHENTICATION (ORGANIZATIONAL USERS) | MULTI-
FACTOR AUTHENTICATION TO NON-PRIVILEGED ACCOUNTS

Control:

Implement multi-factor authentication for access to non-privileged accounts.

12/07/2022 41

CJISD-ITS-DOC-08140-5.9.2



DISCUSSION: Multi-factor authentication requires the use of two or more different factors to
achieve authentication. The authentication factors are defined as follows: something you know
(e.g., a personal identification number [PIN]), something you have (e.g., a physical
authenticator such as a cryptographic private key), or something you are (e.g., a biometric).
Multi-factor authentication solutions that feature physical authenticators include hardware
authenticators that provide time-based or challenge-response outputs and smart cards such as
the U.S. Government Personal Identity Verification card or the DoD Common Access Card. In
addition to authenticating users at the system level, organizations may also employ
authentication mechanisms at the application level, at their discretion, to provide increased
information security. Regardless of the type of access (i.e., local, network, remote), non-
privileged accounts are authenticated using multi-factor options appropriate for the level of risk.
Organizations can provide additional security measures, such as additional or more rigorous
authentication mechanisms, for specific types of access.

Related Controls: AC-5.

(8) IDENTIFICATION AND AUTHENTICATION (ORGANIZATIONAL USERS) | ACCESS TO
ACCOUNTS — REPLAY RESISTANT?

Control:

Implement replay-resistant authentication mechanisms for access to privileged and non-
privileged accounts.

DISCUSSION: Authentication processes resist replay attacks if it is impractical to achieve
successful authentications by replaying previous authentication messages. Replay-resistant
techniques include protocols that use nonces or challenges such as time synchronous or
cryptographic authenticators.

Related Controls: None.

(12) IDENTIFICATION AND AUTHENTICATION (ORGANIZATIONAL USERS) |
ACCEPTANCE OF PIV CREDENTIALS?

Control:

Accept and electronically verify Personal Identity Verification-compliant credentials.

DISCUSSION: Acceptance of Personal Identity Verification (PIV)-compliant credentials
applies to organizations implementing logical access control and physical access control
systems. PIV-compliant credentials are those credentials issued by federal agencies that
conform to FIPS Publication 201 and supporting guidance documents. The adequacy and
reliability of PIV card issuers are authorized using [SP 800-79-2]. Acceptance of PIV-compliant
credentials includes derived PIV credentials, the use of which is addressed in [SP 800-166]. The
DOD Common Access Card (CAC) is an example of a PIV credential.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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Related Controls: None.

IA-3 DEVICE IDENTIFICATION AND AUTHENTICATION?3

Control:

Uniquely identify and authenticate agency-managed devices before establishing network
connections. In the instance of local connection, the device must be approved by the agency and
the device must be identified and authenticated prior to connection to an agency asset.

DISCUSSION: Devices that require unique device-to-device identification and authentication
are defined by type, device, or a combination of type and device. Organization-defined device
types include devices that are not owned by the organization. Systems use shared known
information (e.g., Media Access Control [MAC], Transmission Control Protocol/Internet
Protocol [TCP/IP] addresses) for device identification or organizational authentication
solutions (e.g., Institute of Electrical and Electronics Engineers (IEEE) 802.1x and Extensible
Authentication Protocol [EAP], RADIUS server with EAP-Transport Layer Security [TLS]
authentication, Kerberos) to identify and authenticate devices on local and wide area networks.
Organizations determine the required strength of authentication mechanisms based on the
security categories of systems and mission or business requirements. Because of the challenges
of implementing device authentication on a large scale, organizations can restrict the
application of the control to a limited number/type of devices based on mission or business
needs.

Related Controls: AC-17, AC-18, AC-19, AU-6, CA-3, CA-9, 14-4, IA-5, 14-11, SI-4.

IA-4 IDENTIFIER MANAGEMENT
Control:
Manage system identifiers by:

a. Receiving authorization from organizational personnel with identifier management
responsibilities to assign an individual, group, role, service, or device identifier;

b. Selecting an identifier that identifies an individual, group, role, service, or device;
c. Assigning the identifier to the intended individual, group, role, service, or device; and
d. Preventing reuse of identifiers for one (1) year.

DISCUSSION: Common device identifiers include Media Access Control (MAC) addresses,
Internet Protocol (IP) addresses, or device-unique token identifiers. The management of
individual identifiers is not applicable to shared system accounts. Typically, individual
identifiers are the usernames of the system accounts assigned to those individuals. In such
instances, the account management activities of AC-2 use account names provided by 14-4.
Identifier management also addresses individual identifiers not necessarily associated with

3 This requirement is sanctionable for audit beginning October 1, 2024.
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system accounts. Preventing the reuse of identifiers implies preventing the assignment of
previously used individual, group, role, service, or device identifiers to different individuals,
groups, roles, services, or devices.

Related Controls: AC-5, 14-2, 14-3, I1A-5, I1A-8, IA-12, MA-4, PE-2, PE-3, PE-4, PL-4, PS-3,
PS-4, PS-5.

Control Enhancements:

(4) IDENTIFIER MANAGEMENT | IDENTIFY USER STATUS 3
Control:
Manage individual identifiers by uniquely identifying each individual as agency or nonagency.

DISCUSSION: Characteristics that identify the status of individuals include contractors,
foreign nationals, and non-organizational users. Identifying the status of individuals by these
characteristics provides additional information about the people with whom organizational
personnel are communicating. For example, it might be useful for a government employee to
know that one of the individuals on an email message is a contractor.

Related Controls: None.

IA-5 AUTHENTICATOR MANAGEMENT

Control:
Manage system authenticators by:

a. Verifying, as part of the initial authenticator distribution, the identity of the individual,
group, role, service, or device receiving the authenticator;

b. Establishing initial authenticator content for any authenticators issued by the
organization;

c. Ensuring that authenticators have sufficient strength of mechanism for their intended
use;

d. Establishing and implementing administrative procedures for initial authenticator
distribution, for lost or compromised or damaged authenticators, and for revoking
authenticators;

e. Changing default authenticators prior to first use;

f- Changing or refreshing authenticators annually or when there is evidence of
authenticator compromise;

g. Protecting authenticator content from unauthorized disclosure and modification;

3 This requirement is sanctionable for audit beginning October 1, 2024.
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h. Requiring individuals to take, and having devices implement, specific controls to protect
authenticators; and

i. Changing authenticators for group or role accounts when membership to those accounts
changes.

j. AAL2 Specific Requirements’®

Control:

All credential service providers (CSPs) authenticating claimants at Authenticator
Assurance Level 2 (AAL2) SHALL be assessed on the following criteria:

(1) Authentication SHALL occur by the use of either a multi-factor authenticator or a
combination of two single-factor authenticators.

SUPPLEMENTAL GUIDANCE: A multi-factor authenticator requires two factors to
execute a single authentication event, such as a cryptographically- secure device with an
integrated biometric sensor that is required to activate the device. Nine different
authenticator types are recognized, representing something you know (a memorized
secret), something you have (a physical authenticator), or combinations of physical
authenticators with either memorized secrets or biometric modalities (something you
are). Multi-factor (MF) authentication is required at AAL2. MF authentication at AAL2
may be performed using the following AAL2 permitted authenticator types: MF OTP
Device, MF Crypto Software, or MF Crypto Device; or a memorized secret used in
combination with the following permitted single-factor authenticators: Look-Up Secret,
Out-of-Band authenticator, SF OTP Device, SF Crypto Software, or SF Crypto Device.

(2) If the multi-factor authentication process uses a combination of two single-factor
authenticators, then it SHALL include a Memorized Secret authenticator and a
possession-based authenticator.

SUPPLEMENTAL GUIDANCE: Multifactor authentication requires the use of two
different authentication factors. See 14-5 j (1) for permitted authenticator types at AAL2.

(3) Cryptographic authenticators used at AAL2 SHALL use approved cryptography.

SUPPLEMENTAL GUIDANCE: Cryptography is considered approved if it is specified
or adopted in a FIPS or NIST recommendation. Since verifiers and cryptographic
authenticators must use the same algorithms to successfully authenticate, assessment of
the verifier also assesses the authenticators that may be used.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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(4) At least one authenticator used at AAL2 SHALL be replay resistant.

SUPPLEMENTAL GUIDANCE: Replay resistance is a characteristic of most, although
not all, physical authenticators. A given output of the authenticator is required to be
accepted for only one authentication transaction. For example, the output of a time-
based OTP device or an out-of-band device is considered replay resistant if it can only be
used for at most one authentication transaction during its validity period. If it can be
used for more than one during this period, it is not replay resistant.

(5) Communication between the claimant and verifier SHALL be via an authenticated
protected channel.

SUPPLEMENTAL GUIDANCE: Communication between claimant or user and verifier
or agency is required to be via an encrypted channel that authenticates the verifier to
provide confidentiality of the authenticator output and resistance to Man-in-the-Middle
(MitM) attacks. This is typically accomplished using the Transport Level Security (TLS)
protocol. Mutual authentication of the communication channel is not required unless
that is part of the process of authenticating the claimant. Accordingly, the verifier is only
responsible the use of an appropriately secure communications protocol.

(6) Verifiers operated by government agencies at AAL2 SHALL be validated to meet the
requirements of FIPS 140 Level 1.

SUPPLEMENTAL GUIDANCE: Verifiers operated by or on behalf of government
agencies are required to be validated to meet FIPS 140 requirements. The FIPS 140
requirements generally apply to cryptographic modules (both hardware and software).

(7) Authenticators procured by government agencies SHALL be validated to meet the
requirements of FIPS 140 Level 1.

SUPPLEMENTAL GUIDANCE: The FIPS 140 requirements generally apply to
cryptographic modules (both hardware and software). While authenticators are not
directly the responsibility of the CSP (particularly in the case of bring- your-own
authenticators), the CSP is still responsible for ensuring that a sufficiently strong and
FIPS 140 validated authenticator is being used. Binding of CSP-supplied authenticators
that are known to meet validation criteria is sufficient.

(8) If a device such as a smartphone is used in the authentication process, then the
unlocking of that device (typically done using a PIN or biometric) SHALL NOT be
considered one of the authentication factors.

SUPPLEMENTAL GUIDANCE: This requirement applies to multi-factor
authenticators resident on a smartphone or similar device; single-factor authenticators
on such devices would only provide a single (physical) authentication factor. Unlocking
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of a device such as a smartphone may be done for any number of reasons unrelated to
authentication, and such devices are normally in an unlocked state for a period of time
thereafter. Human action such as entry of a memorized secret or presentation of a
biometric factor needs to be provided that is directly associated with the authentication
event. Generally, it is not possible for a verifier to know that the device had been locked
or if the unlock process met the requirements for the relevant authenticator type.

(9) If a biometric factor is used in authentication at AAL2, then the performance
requirements stated in 14-5 m Biometric Requirements SHALL be met.

SUPPLEMENTAL GUIDANCE: Detailed conformance criteria applicable to the use of
biometrics are contained in section IA-5 m Biometric Requirements. Since verification of
biometric factors is not deterministic due to measurement errors in collection of the
biometric information, evaluation of performance, and, most importantly, false accept
rate, is important to ensure security of the authentication process.

(10)  Reauthentication of the subscriber SHALL be repeated at least once per 12
hours during an extended usage session.

SUPPLEMENTAL GUIDANCE: Reauthentication is required to mitigate the risks
associated with an authenticated endpoint that has been abandoned by the subscriber or
has been misappropriated by an attacker while authenticated. At AAL2, providing a
memorized secret or biometric factor is sufficient for reauthentication prior to the
expiration time.

(11)  Reauthentication of the subscriber SHALL be repeated following any period of
inactivity lasting 30 minutes or longer.

SUPPLEMENTAL GUIDANCE: Reauthentication is required to mitigate the risks
associated with an authenticated endpoint that has been abandoned by the subscriber or
has been misappropriated by an attacker while authenticated. At AAL?2, providing a
memorized secret or biometric factor is sufficient for reauthentication prior to the
expiration time.

(12) The CSP SHALL employ appropriately tailored security controls from the
moderate baseline of security controls defined in the CJISSECPOL.

The CSP SHALL ensure that the minimum assurance-related controls for moderate-
impact systems are satisfied.

SUPPLEMENTAL GUIDANCE: NIST SP 800-53 provides a comprehensive catalog of
controls, three security control baselines (low, moderate, and high impact), and guidance
for tailoring the appropriate baseline to specific needs and risk environments for federal
information systems. These controls are the operational, technical, and management
safeguards to maintain the integrity, confidentiality, and security of federal information
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systems and are intended to be used in conjunction with the NIST risk management
framework outlined in SP 800-37 and SP 800-63-3 section 5 Digital Identity Risk
Management. NIST SP 800-53 presents security control baselines determined by the
security categorization of the information system (low, moderate or high) from NIST
FIPS 199 Standards for Security Categorization of Federal Information and Information
Systems. For IAL2, the moderate baseline controls (see https:/nvd.nist.gov/800-
53/Rev4/impact/moderate) may be considered the starting point for the selection,
enhancement, and tailoring of the security controls presented. Guidance on tailoring the
control baselines to best meet the organization’s risk environment, systems and
operations is presented in SP 800- 53 section 3.2. Tailoring Baseline Security Controls.

While SP 800-53 and other NIST Special Publications in the SP-800-XXX series apply
to federal agencies for the implementation of the Federal information Security
Management Act (FISMA), non-federal entities providing services for federal
information services also are subject to FISMA and should similarly use SP 800-53 and
associated publications for appropriate controls. Non-federal entities may be subject to
and conformant with other applicable controls systems and processes for information
system security (e.g., FEDRAMP, ISO/IEC 27001). SP-63A allows the application of
equivalent controls from such standards and processes to meet conformance with this
criterion.

(13) The CSP SHALL comply with records retention policies i n accordance with
applicable laws and regulations.

SUPPLEMENTAL GUIDANCE: It is recommended that CSPs document any specific
retention policies they are subject to, in accordance with applicable laws, regulations, or
policies, including any National Archives and Records Administration (NARA) records
retention schedules that may apply.

The CSP is responsible for the proper handling, protection, and retention o r disposal of
any sensitive data it collects, even after it ceases to provide identity proofing and enrollment
services. A CSP may document its policies and procedures for the management of the data
is collects in a data handling plan or other document.

(14) If'the CSP opts to retain records in the absence of any mandatory requirements,
then the CSP SHALL conduct a risk management process, including assessments of
privacy and security risks to determine how long records should be retained and
SHALL inform subscribers of that retention policy.

SUPPLEMENTAL GUIDANCE: This is a conditional requirement and depends on the
basis for CSP records retention. Absent clear jurisdictional requirements, risk management
processes, including privacy and security risk assessment, need to be performed for records
retention decisions. The records retention duration is required to be derived from a risk-
based decision process.

12/07/2022 48
CJISD-ITS-DOC-08140-5.9.2



k. Privacy requirements that apply to all CSPs, verifiers, and RPs.?

(1) The CSP SHALL employ appropriately tailored privacy controls from the
CJISSECPOL.

SUPPLEMENTAL GUIDANCE: This requirement establishes overall privacy posture
of the CSP.

(2) If the CSP processes attributes for purposes other than identity proofing,
authentication, or attribute assertions (collectively “identity service”), related fraud
mitigation, or to comply with law or legal process, then the CSP SHALL implement
measures to maintain predictability and manageability commensurate with the
associated privacy risk.

SUPPLEMENTAL GUIDANCE: Predictability and manageability measures include
providing clear notice, obtaining subscriber consent, and enabling selective use or
disclosure of attributes. Predictability is meant to build trust and provide accountability
and requires full understanding (and disclosure) of how the attribute information will be
used. Manageability also builds trust by demonstrating a CSPs ability to control attribute
information throughout processing — collection, maintenance, retention.

I. General requirements applicable to AAL2 authentication process.’

(1) CSPs SHALL provide subscriber instructions on how to appropriately protect a
Pphysical authenticator against theft or loss.

SUPPLEMENTAL GUIDANCE: Instruction should address aspects of protecting the
specific type of authenticator being used.

(2) The CSP SHALL provide a mechanism to revoke or suspend the authenticator
immediately upon notification from subscriber that loss or theft of the authenticator
is suspected.

SUPPLEMENTAL GUIDANCE: The CSP needs to have a documented procedure to
allow subscribers to report lost or stolen physical authenticators, and to revoke or
suspend such authenticators promptly when reported. Subscribers need to be instructed
(see GEN-1) the procedure for reporting loss or theft.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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(3) If required by the authenticator type descriptions in 1A-5(1), then the verifier
SHALL implement controls to protect against online guessing attacks.

SUPPLEMENTAL GUIDANCE: Throttling or rate limiting is key to resistance against
online guessing attacks. This is generally required for memorized secrets or when the
authenticator output of a look-up secret, OOB, or OTP authenticator may have less
than 64 bits of entropy.

(4) If required by the authenticator type descriptions in 14-5(1) and the description of a
given authenticator does not specify otherwise, then the verifier SHALL limit
consecutive failed authentication attempts on a single account to no more than 100.

SUPPLEMENTAL GUIDANCE: Throttling or rate limiting is key to resistance against
online guessing attacks. It is important that it be implemented in a non-abrupt manner
as described in the specification so that it is not usable as a denial-of-service
mechanism by an attacker. Additional techniques MAY be used to reduce the
likelihood that an attacker will lock the legitimate claimant out as a result of rate
limiting. These include:

o Requiring the claimant to complete a CAPTCHA before attempting
authentication.

e Requiring the claimant to wait following a failed attempt for a period of time
that increases as the account approaches its maximum allowance for
consecutive failed attempts (e.g., 30 seconds up to an hour).

e Accepting only authentication requests that come from a white list of IP
addresses from which the subscriber has been successfully authenticated before.
Leveraging other risk-based or adaptive authentication techniques to identify
user behavior that falls within, or out of, typical norms. These might, for
example, include use of IP address, geolocation, timing of request patterns, or
browser metadata.

(5) If signed attestations are used, then they SHALL be signed using a digital signature
that provides at least the minimum security strength specified in the latest revision of
112 bits as of the date of this publication.

SUPPLEMENTAL GUIDANCE: Attestations are sometimes provided by cryptographic
authenticators to securely indicate their capabilities, e.g., that they are hardware-
based or that they have characteristics such as two-factor capability. For the
attestations to be useful, these signatures need to use algorithms and keys that are
sufficiently strong.

(6) If the verifier and CSP are separate entities (as shown by the dotted line in Figure 8
Digital Identity Model), then communications between the verifier and CSP SHALL
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occur through a mutually-authenticated secure channel (such as a client-authenticated
TLS connection).

SUPPLEMENTAL GUIDANCE: In cases where the verifier and CSP are separate, it is
important that this not create additional security vulnerabilities as compared with an
integrated verifier/CSP combination. This requirement ensures that there is not an
opportunity to perform eavesdropping or active attacks on the channel between them.

Enroliment and Identity Proofing

-+
becomes 8
Subscriber

Authentication
Authenticator Assertion
Enrollment/ Enrollment and .
Identity Proofing Authenticate
Issuance
\ J Y
Validate Authenticator/Credential Binding @ 7
CSP Attributes Verifier

Digital Authentication

Figure 8 — Digital Identity Model

(7) If the CSP provides the subscriber with a means to report loss, theft, or damage to an
authenticator using a backup or alternate authenticator, then that authenticator
SHALL be either a memorized secret or a physical authenticator.

SUPPLEMENTAL GUIDANCE: It is important that the loss of control of an
authenticator be quickly reported to the CSP. To balance between the need to easily
and promptly report this and the risk of a fraudulent report, a backup authenticator,
either a memorized secret or physical authenticator, should be usable by the
subscriber to make this report. Only a single, single-factor authenticator is required.

(8) If the CSP chooses to verify an address of record (i.e., email, telephone, postal) and
suspend authenticator(s) reported to have been compromised, then... The suspension
SHALL be reversible if the subscriber successfully authenticates to the CSP using a
valid (i.e., not suspended) authenticator and requests reactivation of an
authenticator suspended in this manner.

SUPPLEMENTAL GUIDANCE: Reversibility of suspension is intended to minimize the
impact of inadvertent loss reports from the subscriber and in some cases from an
attacker who may be attempting to deny service to the subscriber.

(9) If and when an authenticator expires, it SHALL NOT be usable for authentication.
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SUPPLEMENTAL GUIDANCE: Expiration is used by some CSPs to limit t h e security
exposure from an authenticator that is lost but the loss has not been detected/reported
and revoked.

(10) The CSP SHALL have a documented process to require subscribers to surrender
or report the loss of any physical authenticator containing attribute certificates signed
by the CSP as soon as practical after expiration or receipt of a renewed
authenticator.

SUPPLEMENTAL GUIDANCE: The requirement for surrender or destruction of
expired authenticators minimizes the possibility that authentication with an expired
authenticator will be attempted. PKI-based authenticators that are collected or known
to be destroyed also do not need to be included in certificate revocation lists.

(11) CSPs SHALL revoke the binding of authenticators immediately upon notification
when an online identity ceases to exist (e.g., subscriber’s death, discovery of a
Jfraudulent subscriber), when requested by the subscriber, or when the CSP
determines that the subscriber no longer meets its eligibility requirements.

SUPPLEMENTAL GUIDANCE: Prompt revocation ensures that unauthorized parties
are not able to use the authenticator to make unauthorized access to the subscriber
account. Revocation at subscriber request can affect only a single authenticator; the
other classes of revocation generally affect all authenticators associated with the
subscriber’s account.

(12) The CSP SHALL have a documented process to require subscribers to surrender
or report the loss of any physical authenticator containing certified attributes signed by
the CSP within five (5) days after revocation or termination takes place.

SUPPLEMENTAL GUIDANCE: This requirement blocks the use of the authenticator’s
certified attributes in offline situations between revocation/termination and
expiration of the certification. Prompt revocation ensures that unauthorized parties
are not able to use the authenticator to make unauthorized access to the subscriber
account. Collection or destruction also minimizes the dependence on (and growth of)
certificate revocation lists, which are not always 100% effective in accomplishing
revocation, particularly in offline situations.
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m. Biometric Requirements’®

(1) Biometrics SHALL be used only as part of multi-factor authentication with a
Physical authenticator (something you have).

SUPPLEMENTAL GUIDANCE: For a variety of reasons listed here, a biometric factor
is not considered to be an authenticator by itself. The risks associated with biometric
factors are largely mitigated by binding the biometric with a specific physical
authenticator.

The biometric False Match Rate (FMR) does not provide
confidence in the authentication of the subscriber by itself. In
addition, FMR does not account for spoofing attacks.

Biometric comparison is probabilistic, whereas the other
authentication factors are deterministic.

Biometric template protection schemes provide a method for
revoking biometric credentials that is comparable to other
authentication factors (e.g., PKI certificates and passwords).
However, the availability of such solutions is limited, and
standards for testing these methods are under development.
Biometric characteristics do not constitute secrets. They can be
obtained online or by taking a picture of someone with a camera
phone (e.g., facial images) with or without their knowledge, lifted
from objects someone touches (e.g., latent fingerprints), or
captured with high resolution images (e.g., iris patterns). While
presentation attack detection (PAD) technologies (e.g., liveness
detection) can mitigate the risk of these types of attacks, additional
trust in the sensor or biometric processing is required to ensure
that PAD is operating in accordance with the needs of the CSP and
the subscriber.

(2) An authenticated protected channel between sensor (or an endpoint containing a
sensor that resists sensor replacement) and verifier SHALL be established.

SUPPLEMENTAL GUIDANCE: This requirement ensures that biometric data that
flows across the network to the verifier is protected from disclosure and that an
attacker cannot substitute a “skimmer” or other fraudulent replacement for the
biometric sensor. If the biometric factor is verified directly on a multi-factor
authenticator and the sensor is tightly integrated with it, that local connection does
not require an authenticated protected channel.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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(3) The sensor or endpoint SHALL be authenticated prior to capturing the biometric
sample from the claimant.

SUPPLEMENTAL GUIDANCE: This requirement ensures that the biometric data being
verified is obtained from the expected sensor rather than from a device that may be
spoofing biometric information. This is generally not required when the biometric
factor is verified in an endpoint that is tightly integrated with the sensor in a manner
that resists sensor replacement.

(4) The biometric system SHALL operate with an FMR [ISO/IEC 2382-37] of 1 in 1000
or better. This FMR SHALL be achieved under conditions of a conformant attack
(i.e., zero-effort impostor attempt) as defined in [ISO/IEC 30107-1].

SUPPLEMENTAL GUIDANCE: Since biometric comparison is an approximate match,
an operating point threshold is chosen by the verifier that balances false matches and
false non-matches. To operate adequately as a verifier, a 1 in 1000 or better false
match rate is required.

(5) The biometric system SHALL allow no more than 5 consecutive failed
authentication attempts or 10 consecutive failed attempts if PAD demonstrating at
least 90% resistance to presentation attacks is implemented.

SUPPLEMENTAL GUIDANCE: With a false accept rate of as much as 1 in 1000 zero-
effort attempts, the ability to make a large number of biometric authentication
attempts would result in an unacceptably high probability of mis-authentication. This
limit is comparable to that provided by several commercial products (mobile devices)
currently on the market.

(6) Once the limit on authentication failures has been reached, the biometric
authenticator SHALL either:
i. Impose a delay of at least 30 seconds before the next attempt, increasing
exponentially with each successive attempt, or
ii.  disable the biometric user authentication and offer another factor (e.g., a
different biometric modality or a PIN/Passcode if it is not already a required
factor) if such an alternative method is already available.

SUPPLEMENTAL GUIDANCE: Following a number of consecutive biometric match
Jfailures that exceeds the limit in 14-5 m (5), subsequent attempts need to be either
aggressively delayed (e.g., 1 minute before the following failed attempt, 2 minutes
before the second following attempt) or another authentication or biometric modality
associated with the same physical authenticator needs to be used.

12/07/2022 54

CJISD-ITS-DOC-08140-5.9.2



(7) The verifier SHALL make a determination of sensor and endpoint performance,
integrity, and authenticity.

SUPPLEMENTAL GUIDANCE: The verifier needs to have a basis for determining that
biometric verification meets the necessary performance requirements. This may be
accomplished by authenticating the sensor or endpoint, by a certification by an
approved accreditation authority, or by runtime interrogation of a signed attestation.

(8) If biometric comparison is performed centrally, then use of the biometric as an
authentication factor SHALL be limited to one or more specific devices that are
identified using approved cryptography.

SUPPLEMENTAL GUIDANCE: The ability to use a biometric factor on an arbitrary
device greatly increases the value of breached biometric data. For this reason, the
use of the biometric factor is limited to specific devices for each subscriber. A separate
key is required since the main authentication key is only unlocked upon successful
comparison of the biometric factor.

(9) If biometric comparison is performed centrally, then a separate key SHALL be used
for identifying the device.

SUPPLEMENTAL GUIDANCE: Since the main authentication key has not yet been
unlocked, a separate key is required for identifying the specific device(s) that the
biometric may be used with.

(10)  If biometric comparison is performed centrally, then biometric revocation,
referred to as biometric template protection in ISO/IEC 24745, SHALL be
implemented.

SUPPLEMENTAL GUIDANCE: Central databases of biometric templates are an
attractive target for attackers. The ability to securely revoke biometric factors is
required in response to that threat.

(11)  If biometric comparison is performed centrally, all transmission of biometrics
SHALL be over the authenticated protected channel.

SUPPLEMENTAL GUIDANCE: Because of the replay potential of biometric data,
biometric information needs to be distributed in a manner that minimizes the
opportunity for attackers to intercept the data either by eavesdropping on MitM
attacks.
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(12)  Biometric samples and any biometric data derived from the biometric sample
such as a probe produced through signal processing SHALL be zeroized
immediately after any training or research data has been derived

SUPPLEMENTAL GUIDANCE: If the biometric factor is used for any supplemental
purpose, it is important that it not be a mechanism for breach of subscribers’
biometric data.

n. Authenticator binding refers to the establishment of an association between a specific
authenticator and a subscriber’s account, enabling the authenticator to be used — possibly
in conjunction with other authenticators — to authenticate for that account.’

(1) Authenticators SHALL be bound to subscriber accounts by either issuance by the
CSP as part of enrollment or associating a subscriber-provided authenticator that is
acceptable to the CSP.

SUPPLEMENTAL GUIDANCE: In the past, many physical authenticators were
provided by the CSP. More recently, there has been a trend toward BYO
authenticators, which can be both cost-effective for CSPs and convenient for the
subscriber. This requirement ensures that such BYO authenticators are subject t o
approval by the CSP, primarily to ensure that they meet security requirements.

(2) Throughout the digital identity lifecycle, CSPs SHALL maintain a record of all
authenticators that are or have been associated with each identity.

SUPPLEMENTAL GUIDANCE: In order to authenticate subscribers successfully, the
CSP needs to maintain a record of authenticators bound to each subscriber’s account.
In addition, a record of authenticators formerly bound to each account needs to be kept
for forensic purposes.

(3) The CSP or verifier SHALL maintain the information required for throttling
authentication attempts.

SUPPLEMENTAL GUIDANCE: In order to successfully support the throttling of
authentication attempts (see requirement IA-5 1 (3)), the CSP needs to maintain
information on the number of consecutive failed authentication attempts.

(4) The CSP SHALL also verify the type of user-provided authenticator so verifiers can
determine compliance with requirements at each AAL.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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SUPPLEMENTAL GUIDANCE: In order to determine compliance with AAL-specific
requirements, the CSP needs to reliably determine some authenticator characteristics,
such as whether the authenticator is hardware-based, whether it is a single-factor or multi-
factor authenticator, and performance characteristics of associated biometric sensors.
Mechanisms to do this include attestation certificates from the manufacturer and
examination of the authenticator (particularly at account issuance). In the absence of
this information, the CSP needs to assume that the authenticator is the weakest type
that is consistent with the authentication protocol being used.

(5) The record created by the CSP SHALL contain the date a n d time the authenticator
was bound to the account.

SUPPLEMENTAL GUIDANCE: For forensic purposes it is useful to have a record of
the period of time each authenticator is bound to the subscriber’s account.

(6) When any new authenticator is bound to a subscriber account, the CSP SHALL
ensure that the binding protocol and the protocol for provisioning the associated key(s)
are done at AAL2.

SUPPLEMENTAL GUIDANCE: If the process of binding an authenticator is not strong
enough, an authenticator that is fraudulently bound to the account could be used by
an attacker to gain access to a subscriber’s account. The authentication factor being
bound to the account needs to be included in the authentication process for the
session in which the authenticator is bound.

(7) Protocols for key provisioning SHALL use authenticated protected channels or be
performed in person to protect against MitM attacks.

SUPPLEMENTAL GUIDANCE: For the same reasons that MitM attacks are of concern
during authentication, they could occur during provisioning, which could result in
the binding of an attacker’s key to the account rather than the subscriber’s key.

(8) Binding of multi-factor authenticators SHALL require multi-factor authentication
(or equivalent) at identity proofing.

SUPPLEMENTAL GUIDANCE: In order to prevent a subscriber with only single-factor
authentication from up-leveling to multi-factor, binding of a multi-factor
authenticator requires that the subscriber be multi-factor authenticated at the time
the new authenticator is bound

(9) At enrollment, the CSP SHALL bind at least one, and SHOULD bind at least two,
Pphysical (something you have) authenticators to the subscriber’s online identity, in
addition to a memorized secret or one or more biometrics.
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SUPPLEMENTAL GUIDANCE: Executive order 13681 requires the use of multi-factor
authentication for the release of personal data. Therefore, it is important that the
CSP associate sufficient authentication factors at enrollment to make this possible.
While all identifying information is self-asserted at IAL1, preservation of online
material or an online reputation makes it undesirable to lose control of an account
due to the loss of an authenticator. The second authenticator makes it possible to
securely recover from an authenticator loss. For this reason, a CSP SHOULD bind
at least two physical authenticators to the subscriber’s credential at IAL1 as well.

(10) At enrollment, authenticators at AAL2 and IAL2 SHALL be bound to the
account.

SUPPLEMENTAL GUIDANCE: In order to support higher identity assurance,
correspondingly high authenticator assurance levels are required to ensure the
proper use of the identity.

(11) If enrollment and binding are being done remotely and cannot be completed in a
single electronic transaction, then the applicant SHALL identify themselves in each
new binding transaction by presenting a temporary secret which was either
established during a prior transaction, or sent to the applicant’s phone number,
email address, or postal address of record.

SUPPLEMENTAL GUIDANCE: The issuance or binding of authenticators may occur
well after the enrollment process, following adjudication and eligibility
determinations. It is necessary to securely associate the applicant that appears for
identity proofing with the person appearing for authenticator issuance/binding in
order to avoid mis-issuance of authenticators. At this point it is not possible to fully
authenticate the applicant, but the use of a temporary secret provides the necessary
protection for this one-time transaction.

(12)  If enrollment and binding are being done remotely and cannot be completed in a
single electronic transaction, then long-term authenticator secrets are delivered to
the applicant within a protected session.

SUPPLEMENTAL GUIDANCE: Long-term secrets need to be protected against
disclosure while they are sent to the applicant. This applies primarily to symmetric
keys, such as for OTP authenticators, that are sent to the applicant by the CSP.
“Protected session” in this context refers to an authenticated protected.

(13) If enrollment and binding are being done in person and cannot be completed in
a single physical encounter, the applicant SHALL identify themselves in person by
either using a secret as described in IA-5 n (12) above, or through use of a
biometric that was recorded during a prior encounter.
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SUPPLEMENTAL GUIDANCE: The issuance or binding of authenticators may occur
well after the enrollment process, following adjudication and eligibility
determinations. It is necessary to securely associate the applicant that appears for
identity proofing with the person appearing for authenticator issuance/binding in
order to avoid mis-issuance of authenticators. At this point it is not possible to fully
authenticate the applicant, but the use of a temporary secret provides the necessary
protection for this one-time transaction.

(14)  If enrollment and binding are being done in person and cannot be completed in
a single physical encounter, temporary secrets SHALL NOT be reused.

SUPPLEMENTAL GUIDANCE: The issuance or binding of authenticators may occur
well after the enrollment process, following adjudication and eligibility
determinations. It is necessary to securely associate the applicant that appears for
identity proofing with the person appearing for authenticator issuance/binding in
order to avoid mis-issuance of authenticators. A new secret for this purpose is
required for each subsequent encounter.

(15) If enrollment and binding are being done in person and cannot be completed in
a single physical encounter and the CSP issues long-term authenticator secrets during
a physical transaction, they SHALL be loaded locally onto a physical device that is
issued in person to the applicant or delivered in a manner that confirms the address of
record.

SUPPLEMENTAL GUIDANCE: To avoid misappropriation of long-term authenticator
secrets at enrollment, the CSP is required to load the secrets o nto authenticators
directly, or deliver them to the new subscriber in a manner that confirms the address of
record, typically by sending a short-term secret to that address that the new subscriber
uses to obtain the long-term secret.

(16) Before adding a new authenticator to a subscriber’s account, the CSP SHALL
first require the subscriber to authenticate at AAL2 (or a higher AAL) at which the
new authenticator will be used.

SUPPLEMENTAL GUIDANCE: In order to maintain the significance of AALs and
prevent attackers from leveraging lower AAL authentication to gain access to higher
AAL resources, subscribers binding additional authenticators need to do so at the
maximum AAL at which they will be used.

(17)  If the subscriber’s account has only one authentication factor bound to it, the
CSP SHALL require the subscriber to authenticate at AALI in order to bind an
additional authenticator of a different authentication factor.
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SUPPLEMENTAL GUIDANCE: This is a special-case, one-time only exception to 14-5
n 17 to allow a single-factor account not subject to identity proofing (IALI) to be
upgraded to a multi-factor account. This provides a mechanism for such accounts to
increase their authentication security.

(18) If a subscriber loses all authenticators of a factor necessary to complete multi-
factor authentication and has been identity proofed at IAL2, that subscriber SHALL
repeat the identity proofing process described in 14-12.

SUPPLEMENTAL GUIDANCE: Repeating the identity proofing process is an onerous
requirement when a subscriber is no longer able to complete multi- factor
authentication, but it is necessary to avoid the security problems typically present in
“account recovery” situations. This is the primary reason that the binding of multiple
authenticators is recommended, particularly in the case of physical authenticators.
The entire identity proofing process need not be repeated if the CSP has maintained
enough records of the evidence presented to repeat the verification phase of identity

proofing.

(19) If a subscriber loses all authenticators of a factor necessary to complete multi-
factor authentication and has been identity proofed at IAL2 or IAL3, the CSP
SHALL require the claimant to authenticate using a n authenticator of the remaining
factor, if any, to confirm binding to the existing identity.

SUPPLEMENTAL GUIDANCE: While use of an authenticator at a different factor is
only a single authentication factor (and therefore only AALI), authentication in
conjunction with the repeated identity proofing process provides assurance that the
claimant is who they claim to be.

(20) If'the CSP opts to allow binding of a new memorized secret with the use of two
physical authenticators, then it requires entry of a confirmation code sent to an
addpress of record.

SUPPLEMENTAL GUIDANCE: Loss of a memorized secret is different from the loss
of a physical authenticator because it is not mitigated by the binding of multiple
authenticators. This alternate method of associating a new memorized secret may be
used by CSPs to avoid the need for repeating identity proofing (Refer to 14-12).

(21) If'the CSP opts to allow binding of a new memorized secret with the use of two
Physical authenticators, then the confirmation code SHALL consist of at least 6
random alphanumeric characters generated by an approved random bit generator [SP
800-90Ar1].

SUPPLEMENTAL GUIDANCE: The confirmation code is required to have sufficient
entropy and to be generated in a manner that cannot be predicted by an attacker.
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(22) If'the CSP opts to allow binding of a new memorized secret with the use of two
Pphysical authenticators, then the confirmation code SHALL be valid for a maximum
of 7 days but MAY be made valid up to 21 days via an exception process to
accommodate addresses outside the direct reach of the U.S. Postal Service.
Confirmation codes sent by means other than physical mail SHALL be valid for a
maximum of 5 minutes.

SUPPLEMENTAL GUIDANCE: The confirmation code has a limited lifetime to
mitigate the risk of loss or misappropriation in transit.

o. Session Management: The following requirements apply to applications where a session
is maintained between the subscriber and relying party to allow multiple interactions without
repeating the authentication event each time.’

Once an authentication event has taken place, it is often desirable to allow the subscriber to
continue using the application across multiple subsequent interactions without requiring
them to repeat the authentication event. This requirement is particularly true for federation
scenarios where the authentication event necessarily involves several components and
parties coordinating across a network.

(1) Session Binding Requirements: A session occurs between the software that a
subscriber is running — such as a browser, application, or operating system (i.e., the
session subject) — and the RP or CSP that the subscriber is accessing (i.e., the session
host).

a. A session is maintained by a session secret which SHALL be shared between the
subscriber’s software and the service being accessed.

SUPPLEMENTAL GUIDANCE: This secret binds the two ends of the session,
allowing the subscriber to continue using the service over time.

b. The secret SHALL be presented directly by the subscriber’s software or
possession of the secret SHALL be proven using a cryptographic mechanism.

SUPPLEMENTAL GUIDANCE: The session secret is considered a short-term
secret, so direct presentation of a shared secret is permitted, even at AAL2 or
AAL3.

c. The secret used for session binding SHALL be generated by the session host in
direct response to an authentication event.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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SUPPLEMENTAL GUIDANCE: The session secret needs to be directly associated
with authentication so that it isn’t inadvertently provided to the wrong session.

d. A session SHALL NOT be considered at a higher AAL than the authentication
event.

SUPPLEMENTAL GUIDANCE: Each session has an associated maximum AAL at
which it can be used that is derived from the authentication AAL; this is
associated with the session and its secret by the CSP/RP.

e. Secrets used for session binding SHALL be generated by the session host during
an interaction, typically immediately following authentication.

SUPPLEMENTAL GUIDANCE: Itis the responsibility of the host (RP/CSP/Verifier)
to generate session secrets, not the subscriber.

J. Secrets used for session binding SHALL be generated by an approved random bit
generator [SP 800-90Arl1].

SUPPLEMENTAL GUIDANCE: The use of a high-quality random bit generator is
important to ensure that an attacker cannot guess the session secret.

g. Secrets used for session binding SHALL contain at least 64 bits of entropy.

SUPPLEMENTAL GUIDANCE: The use of a high-quality random bit generator is
important to ensure that an attacker cannot guess the session secret.

h. Secrets used for session binding SHALL be erased or invalidated by the session
subject when the subscriber logs out.

SUPPLEMENTAL GUIDANCE: At a minimum, the CSP/RP needs to ensure that the
session secret can no longer to be used following logout. If possible, the secret
should be erased on the subscriber endpoint as well.

i. Secrets used for session binding SHALL be sent to and received from the device
using an authenticated protected channel.

SUPPLEMENTAL GUIDANCE: Session secrets, particularly when directly
presented, need to be protected against eavesdropping and MitM attacks. This is
typically accomplished using the Transport Level Security (TLS) protocol.

J- Secrets used for session binding SHALL time out and not be accepted after the
times specified in IA-5 j (13) as appropriate for the AAL.
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SUPPLEMENTAL GUIDANCE: This requirement is in support of the
reauthentication requirements in AAL2-*, AAL3-*, and REAUTH-*. The proper
way to ensure that a session is logged out is to invalidate the session secrets
associated with that session. A new session secret will need to be generated and
associated with any session that is about to be established from the same endpoint.

k. Secrets used for session binding SHALL NOT be available to insecure
communications between the host and subscriber’s endpoint.

SUPPLEMENTAL GUIDANCE: User endpoints such as browsers that support both
secure and insecure communications typically have mechanisms to flag
information (e.g., cookies) that are only available to secure sessions. These

mechanisms are required to be used for session management secrets. See also 1A4-
50().

l.  Authenticated sessions SHALL NOT fall back to an insecure transport, such as
from https to http, following authentication.

SUPPLEMENTAL GUIDANCE: In some cases, endpoints supporting https provide,
primary for legacy purposes, the ability to connect via http as well. If not done
properly, this can make the site vulnerable to a “downgrade attack” where a
session switches from https to http. This must not happen for authenticated
sessions. If session secrets are managed properly, this downgrade interferes with
the continuity of the session.

m. URLs or POST content SHALL contain a session identifier that SHALL be
verified by the RP to ensure that actions taken outside the session do not affect
the protected session.

SUPPLEMENTAL GUIDANCE: Unique session identifiers in the URL or POST
content are used to ensure that sessions are not vulnerable to cross-site request
forgery (CSRF). Note that the session identifier is separate and different from the

session secret; under no circumstances should the session secret be included in a
URL.

n. Browser cookies SHALL be tagged to be accessible only on secure (HTTPS)
sessions.

SUPPLEMENTAL GUIDANCE: Browser cookies have an optional “secure” flag to
ensure that they are not accidentally transmitted over a non-secure channel. This
flag must be set for session secrets.

0. Browser cookies SHALL be accessible to the minimum practical set of hostnames
and paths.
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SUPPLEMENTAL GUIDANCE: Browser cookies have a scope parameter that limits
the sites from to which the cookie can be sent; this should be specified as
specifically as possible to limit access to the session secret as narrowly as
practical.

p- Expiration of browser cookies SHALL NOT be depended upon to enforce session
timeouts.

SUPPLEMENTAL GUIDANCE: While browser cookies have an expiration time,
enforcement of session timeouts must occur at the RP/CSP and not at the user
endpoint. Cookie expiration may, however, be used to limit accumulation of cookies
in the browser.

q. The presence of an OAuth access token SHALL NOT be interpreted by the RP as
presence of the subscriber, in the absence of other signals.

SUPPLEMENTAL GUIDANCE: Access tokens, used in federated identity systems,
may be valid after the authentication session has ended and the subscriber has

left.

(2) Reauthentication Requirements

12/07/2022

a. Continuity of authenticated sessions SHALL be based upon the possession of a
session secret issued by the verifier at the time of authentication and optionally
refreshed during the session.

SUPPLEMENTAL GUIDANCE: This is a reiteration of requirement I1A-5 o (1).

b. Session secrets SHALL be non-persistent, i.e., they SHALL NOT be retained
across a restart of the associated application or a reboot of the host device.

SUPPLEMENTAL GUIDANCE: Session secrets are not to be maintained across a
restart of the associated application or a reboot of the host device in order to
minimize the likelihood that a misappropriated logged in device can be exploited.

c. Periodic reauthentication of sessions (at least every 12 hours per session) SHALL
be performed to confirm the continued presence of the subscriber at an
authenticated session.

SUPPLEMENTAL GUIDANCE: In order to protect against a subscriber leaving a
logged-in endpoint, timeouts are defined for session inactivity and overall session
length. The timer for these timeouts is reset by a reauthentication transaction.
Higher AALs have more stringent (shorter) reauthentication timeouts. Following
expiration of the session timer, the subscriber is required to start a new session by
authenticating.
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d. A session SHALL NOT be extended past the guidelines in 1A-5 o (2) a — j based
on presentation of the session secret alone.

SUPPLEMENTAL GUIDANCE: The existence and possession of a session secret
does not consider whether the subscriber continued to be in control of the session
endpoint. To mitigate this risk, the session secret is only valid for a limited period
of time. While the session secret is “something you have”, it is not an

authenticator.

e. Prior to session expiration, the reauthentication time limit SHALL be extended
by prompting the subscriber for the authentication factor(s) of a memorized secret
or biometric.

SUPPLEMENTAL GUIDANCE: Before the session times out, the subscriber should
be given an opportunity to reauthenticate to extend the session. The subscriber
may be prompted when an idle timeout is about to expire, to allow them to cause
activity and thereby avoid the need to reauthenticate.

Note: At AAL2, a memorized secret or biometric, and not a physical authenticator, is
required because the session secret is something you have, and an additional
authentication factor is required to continue the session.

f-Iffederated authentication is being used, then since the CSP and RP often employ
separate session management technologies, there SHALL NOT be any assumption
of correlation between these sessions.

SUPPLEMENTAL GUIDANCE: When an RP session expires and the RP requires
reauthentication, it is entirely possible that the session at the CSP has not expired
and that a new assertion could be generated from this session at the CSP without
reauthenticating the user.

8. An RP requiring reauthentication through a federation protocol SHALL — if
possible within the protocol — specify the maximum (see 14-5 j (10)) acceptable
authentication age to the CSP.

SUPPLEMENTAL GUIDANCE: In some applications, RPs may require a “fresh”
authentication to meet its authentication risk requirements. By specifying
maximum age, the RP can proactively request the CSP to obtain a new
authentication to meet that requirement.

h. If federated authentication if being used and an RP has specific authentication
age (see I1A-5 j [10]) requirements that it has communicated to the CSP, then the
CSP SHALL reauthenticate the subscriber if they have not been authenticated
within that time period.
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SUPPLEMENTAL GUIDANCE: When the RP communicates its authentication
freshness requirements to the CSP, the CSP is expected to reauthenticate the
subscriber to support a session that meets those requirements.

i. If federated authentication is being used, the CSP SHALL communicate the
authentication event time to the RP to allow the RP to decide if the assertion is
sufficient for reauthentication and to determine the time for the next
reauthentication event.

SUPPLEMENTAL GUIDANCE: When federation authentication is being used, the
authentication assertion from the CSP needs to contain t h e authentication event
time to allow the RP to request reauthentication at a n appropriate interval if it has
specific authentication age requirements.

DISCUSSION: Authenticators include passwords, cryptographic devices, biometrics,
certificates, one-time password devices, and ID badges. Device authenticators include
certificates and passwords. Initial authenticator content is the actual content of the
authenticator (e.g., the initial password). In contrast, the requirements for authenticator
content contain specific criteria or characteristics (e.g., minimum password length).
Developers may deliver system components with factory default authentication credentials
(i.e., passwords) to allow for initial installation and configuration. Default authentication
credentials are often well known, easily discoverable, and present a significant risk. The
requirement to protect individual authenticators may be implemented via control PL-4 or PS-6
for authenticators in the possession of individuals and by controls AC-3, AC-6, and SC-28 for
authenticators stored in organizational systems, including passwords stored in hashed or
encrypted formats or files containing encrypted or hashed passwords accessible with
administrator privileges.

Systems support authenticator management by organization-defined settings and restrictions
for various authenticator characteristics (e.g., minimum password length, validation time
window for time synchronous one-time tokens, and number of allowed rejections during the
verification stage of biometric authentication). Actions can be taken to safeguard individual
authenticators, including maintaining possession of authenticators, not sharing
authenticators with others, and immediately reporting lost, stolen, or compromised
authenticators. Authenticator management includes issuing and revoking authenticators for
temporary access when no longer needed.

Related Controls: AC-3, AC-6, CM-6, IA-2, 14-4, IA-7, IA-8, MA-4, PE-2, PL-4, SC-12, SC-
13.

Control Enhancements:

(1) AUTHENTICATOR MANAGEMENT | AUTHENTICATOR TYPES

Control:
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(a) Memorized Secret Authenticators and Verifiers:

1. Maintain a list of commonly-used, expected, or compromised passwords and update the
list quarterly and when organizational passwords are suspected to have been
compromised directly or indirectly;

2. Require immediate selection of a new password upon account recovery;

3. Allow user selection of long passwords and passphrases, including spaces and all
printable characters;

4. Employ automated tools to assist the user in selecting strong password authenticators;

5. Enforce the following composition and complexity rules when agencies elect to follow
basic password standards:

(a) Not be a proper name.

(b) Not be the same as the Userid.

(c) Expire within a maximum of 90 calendar days.

(d) Not be identical to the previous ten (10) passwords.
(e) Not be displayed when entered.

6. If chosen by the subscriber, memorized secrets SHALL be at least 8 characters in
length.

SUPPLEMENTAL GUIDANCE: Memorized secret length is the most reliable metric
determining strength against online and offline guessing attacks. The objective is
primarily to defend against online attacks (with throttling of guesses) and to provide some
protection against offline attacks, with the primary defense for such attacks being secure
storage of the verifier.

7. If chosen by the CSP or verifier using an approved random number generator,
memorized secrets SHALL be at least 6 characters in length.

SUPPLEMENTAL GUIDANCE: Memorized secret length is the most reliable metric
determining strength against online and offline guessing attacks. The objective is
primarily to defend against online attacks (with throttling of guesses) and to provide some
protection against offline attacks, with the primary defense for such attacks being secure
storage of the verifier.

8. Truncation of the secret SHALL NOT be performed.

SUPPLEMENTAL GUIDANCE: Memorized secrets that are longer than expected by the
verifier might (but must not) be simply truncated to an acceptable length. This gives a
false impression of security to the user if the verifier only checks a subset of the
memorized secret.
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9. Memorized secret verifiers SHALL NOT permit the subscriber to store a “hint” that is
accessible to an unauthenticated claimant.

SUPPLEMENTAL GUIDANCE: The availability of memorized secret hints greatly
weakens the strength of memorized secret authenticators.

10. Verifiers SHALL NOT prompt subscribers to use specific types of information (e.g.,
“What was the name of your first pet?”) when choosing memorized secrets.

SUPPLEMENTAL GUIDANCE: Prompts for specific information (often called
Knowledge-based Authentication or Security Questions) encourage use of the same
memorized secrets at multiple sites, which causes a vulnerability to “password stuffing”
attacks. This guidance applies to account recovery situations as well as normal
authentication.

11. When processing requests to establish and change memorized secrets, verifiers SHALL
compare the prospective secrets against a list that contains values known to be
commonly used, expected, or compromised.

SUPPLEMENTAL GUIDANCE: The maintenance of a list of common memorized
secrets that cannot be used by users protects provides protection against online attacks
that might otherwise succeed before throttling mechanisms take effect to defend against
these attacks. This is an alternative to the use of composition rules (requirements for
particular character types, etc.) and can provide more customized protection against
common memorized secrets. This list may include, but is not limited to:

e Passwords obtained from previous breach corpuses.
e Dictionary words.
e Repetitive or sequential characters (e.g. ‘aaaaaa’, ‘1234abcd’).

o Context-specific words, such as the name of the service, the username, and
derivatives thereof.

12. If a chosen secret is found in the list, the CSP or verifier SHALL advise the subscriber
that they need to select a different secret.

SUPPLEMENTAL GUIDANCE: The use of common memorized secrets greatly
increases the vulnerability of the account to both online (guessing) and offline (cracking)
attacks. This is an alternative to the use of composition rules (requirements for particular
character types, etc.) and can provide more customized protection against common
memorized secrets.
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13. If a chosen secret is found in the list, the CSP or verifier SHALL provide the reason for
rejection.

SUPPLEMENTAL GUIDANCE: When a subscriber chooses a weak memorized secret,
it is likely that they will choose another weak memorized secret that may or may not be
on the blocklist. In addition to explaining to the user the reason for the rejection of their
selection, it is helpful to provide coaching on better choices. Tools like password-strength
meters are often useful in this situation.

14. If a chosen secret is found in the list, the CSP or verifier SHALL require the subscriber
to choose a different value.

SUPPLEMENTAL GUIDANCE: When a subscriber chooses a weak memorized secret,
the memorized secret change process is not complete until the subscriber has chosen a
different value.

15. Verifiers SHALL implement a rate-limiting mechanism that effectively limits failed
authentication attempts that can be made on the subscriber’s account to no more than

five.

SUPPLEMENTAL GUIDANCE: Rate limiting restricts the ability of an attacker to make
many online guessing attacks on the memorized secret. Other requirements (e.g.,
minimum length of memorized secrets) depend on the existence of rate limiting, so
effective rate limiting is an essential capability. Ideally, a rate limiting mechanism should
restrict the attacker as much as possible without creating an opportunity for a denial-of-
service attack against the subscriber.

16. Verifiers SHALL force a change of memorized secret if there is evidence of compromise
of the authenticator.

SUPPLEMENTAL GUIDANCE: Although requiring routine periodic changes to
memorized secrets is not recommended, it is important that verifiers have the capability
to prompt memorized secrets on an emergency basis if there is evidence of a possible
successful attack.

17. The verifier SHALL use approved encryption when requesting memorized secrets in
order to provide resistance to eavesdropping and MitM attacks.

SUPPLEMENTAL GUIDANCE: As defined in Appendix A of the CJIS Security Policy,
cryptography is considered approved if it is specified or adopted in a FIPS or NIST
recommendation.
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18. The verifier SHALL use an authenticated protected channel when requesting
memorized secrets in order to provide resistance to eavesdropping and MitM attacks.

SUPPLEMENTAL GUIDANCE: Communication between claimant and verifier is
required to be via an encrypted channel that authenticates the verifier to provide
confidentiality of the authenticator output and resistance to MitM attacks. This is typically
accomplished using the Transport Level Security (TLS) protocol.

19. Verifiers SHALL store memorized secrets in a form that is resistant to offline attacks.

SUPPLEMENTAL GUIDANCE: Storage of memorized secret verifiers in a hashed form
that is not readily reversed is a key protection against offline attacks. In no case should
a verifier store memorized secrets in cleartext form. Criteria IA-5(1)(a)(20) — (22) provide
more detail on how this is done.

20. Memorized secrets SHALL be salted and hashed using a suitable one-way key
derivation function.

SUPPLEMENTAL GUIDANCE: Key derivation functions take a password, a salt, and
a cost factor as inputs then generate a password hash. Their purpose is to make each
password guessing trial by an attacker who has obtained a password hash file expensive
and therefore the cost of a guessing attack high or prohibitive. Use of a key derivation
with a salt, preferably with a time- and memory-hard key derivation function, provides
the best protection against attackers that are able to obtain a copy of the verifier database.

21. The salt SHALL be at least 32 bits in length and be chosen arbitrarily to minimize salt
value collisions among stored hashes.

SUPPLEMENTAL GUIDANCE: Salt values need to be large enough to make it
impractical for an attacker to precompute hashed verifier values (so called rainbow
tables). While rainbow tables are typically quite large, this requirement would increase
their size by a factor of about 4.3 billion. If not chosen arbitrarily, the attacker might be
able to anticipate the salt values that would be used, which would eliminate much of this
advantage.

22. Both the salt value and the resulting hash SHALL be stored for each subscriber using a
memorized secret authenticator

SUPPLEMENTAL GUIDANCE: In order to verify a memorized secret, it needs to be
salted and hashed for comparison with the stored verifier (resulting hash). To do this, the
salt value needs to be available, and since it is different for each user, needs to be stored
with the verifier. It is impractical to verify a memorized secret if this is not done.
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23. If an additional iteration of a key derivation function using a salt value known only to
the verifier is performed, then this secret salt value SHALL be generated with an
approved random bit generator and of sufficient length.

SUPPLEMENTAL GUIDANCE: An additional keyed hashing iteration using a key
value that is secret and stored separately from the verifiers provides excellent protection
against even attackers (“password crackers”) with substantial computing resources,
provided the key is not also compromised. Accordingly, itis important that this salt, which
is common to multiple users, be generated in a manner that is not vulnerable to
compromise.

24. If an additional iteration of a key derivation function using a salt value known only to
the verifier is performed, then this secret salt value SHALL provide at least the
minimum-security strength.

SUPPLEMENTAL GUIDANCE: An additional keyed hashing iteration using a key
value that is secret and stored separately from the verifiers provides excellent protection
against even attackers (“password crackers”) with substantial computing resources,
provided the key is not also compromised. Accordingly, it is important that this salt, which
is common to multiple users, be of sufficient size to make cryptographic and brute-force
attacks impractical.

Currently, the requirement is that the key be at least 112 bits in length.

25. If an additional iteration of a key derivation function using a salt value known only to
the verifier is performed, then this secret salt value SHALL be stored separately from
the memorized secrets.

SUPPLEMENTAL GUIDANCE: An additional keyed hashing iteration using a key
value that is secret and stored separately from the verifiers provides excellent protection
against even attackers (“password crackers”) with substantial computing resources,
provided the key is not also compromised. Accordingly, it is important that this salt, which
is common to multiple users, be stored separately so that it is unlikely to be compromised
along with the verifier database. One way to do this is to perform this last hashing
iteration on a physically separate processor, since it only requires a value to hash as input
and provides the hashed value in response.

DISCUSSION: Password-based authentication applies to passwords regardless of whether they
are used in single-factor or multi-factor authentication. Long passwords or passphrases are
preferable over shorter passwords. Enforced composition rules provide marginal security
benefits while decreasing usability. However, organizations may choose to establish certain
rules for password generation (e.g., minimum character length for long passwords) under
certain circumstances and can enforce this requirement in 14-5(1)(a)(5). Account recovery can
occur, for example, in situations when a password is forgotten. Cryptographically protected
passwords include salted one-way cryptographic hashes of passwords. The list of commonly
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used, compromised, or expected passwords includes passwords obtained from previous breach
corpuses, dictionary words, and repetitive or sequential characters. The list includes context-
specific words, such as the name of the service, username, and derivatives thereof.

(b) Look-Up Secret Authenticators and Verifiers?®

1. CSPs creating look-up secret authenticators SHALL use an approved random bit
generator to generate the list of secrets.

SUPPLEMENTAL GUIDANCE: The use of a high-quality random bit generator is
important to ensure that an attacker cannot guess the look-up secret

2. Look-up secrets SHALL have at least 20 bits of entropy.

SUPPLEMENTAL GUIDANCE: Look-up secrets need to have enough entropy to ensure
that brute-force guessing attacks do not succeed

3. Iflook-up secrets are distributed online, then they SHALL be distributed over a secure
channel in accordance with the post-enrollment binding requirements in IA-5 ‘n’ 17
through 25.

SUPPLEMENTAL GUIDANCE: Look-up secrets need to be distributed in a manner that
minimizes the opportunity for attackers to intercept the secrets either by eavesdropping
or MitM attacks.

4. Verifiers of look-up secrets SHALL prompt the claimant for the next secret from their
authenticator or for a specific (e.g., numbered) secret.

SUPPLEMENTAL GUIDANCE: In most cases claimants will be prompted for the next
unused memorized secret in a list but may be challenged to use a specific secret from a
list.

5. A given secret from an authenticator SHALL be used successfully only once.

SUPPLEMENTAL GUIDANCE: Many threats, such as key logging, are enabled if the
look-up secret can be used more than once.

3 This requirement is sanctionable for audit beginning October 1, 2024.

12/07/2022 72
CJISD-ITS-DOC-08140-5.9.2



6. If a look-up secret is derived from a grid (bingo) card, then each cell of the grid SHALL
be used only once.

SUPPLEMENTAL GUIDANCE: Grid (bingo) cards are sometimes used to provide a
rudimentary challenge-response authentication involving the claimant. However, an
attacker such as a key logger that has persistent access to the endpoint can derive the
contents of the grid, and potentially authenticate successfully, if grid entries are reused
in subsequent authentication transactions.

Absent the ability to reuse grid squares, grid (bingo) cards will probably no longer be
attractive as authenticators.

7. Verifiers SHALL store look-up secrets in a form that is resistant to offline attacks.

SUPPLEMENTAL GUIDANCE: Storage of look-up secret verifiers in a hashed form
that is not readily reversed is a key protection against offline attacks. In no case should
a verifier store look-up secrets in cleartext form.

8. Iflook-up secrets have at least 112 bits of entropy, then they SHALL be hashed with an
approved one-way function

SUPPLEMENTAL GUIDANCE: Use of an approved one-way function effectively
protects the look-up secrets from disclosure if the verifier is compromised. Salting of
secrets with this amount of entropy is not required because it is not practical to mount
brute-force or cryptographic attacks against secrets this large.

9. Iflook-up secrets have less than 112 bits of entropy, then they SHALL be salted and
hashed using a suitable one-way key derivation function.

SUPPLEMENTAL GUIDANCE: Key derivation functions take a look-up secret, a salt,
and a cost factor as inputs then generate a hash. Their purpose is to make each look-up
secret guessing trial by an attacker who has obtained a look- up secret hash file expensive
and therefore the cost of a guessing attack high or prohibitive. Use of a key derivation
with a salt, preferably with a time- and memory-hard key derivation function, provides
the best protection against attackers that are able to obtain a copy of the verifier database.

10. If look-up secrets have less than 112 bits of entropy, then the salt SHALL be at least 32
bits in length and be chosen arbitrarily to minimize salt value collisions among stored
hashes.

SUPPLEMENTAL GUIDANCE: Salt values need to be large enough to make it
impractical for an attacker to precompute hashed verifier values (so called rainbow
tables). While rainbow tables are typically quite large, this requirement would increase
their size by a factor of about 4.3 billion. If not chosen arbitrarily, the attacker might be
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able to anticipate the salt values that would be used, which would eliminate much of this
advantage.

11. If look-up secrets have less than 112 bits of entropy, then both the salt value and the
resulting hash SHALL be stored for each look-up secret

SUPPLEMENTAL GUIDANCE: In order to verify a look-up secret, it needs to be salted
and hashed for comparison with the stored verifier (resulting hash). To do this, the salt
value needs to be available, and since it is different for each secret, needs to be stored
with the verifier. It is impractical to verify a look-up secret if this is not done.

12. If look-up secrets that have less than 64 bits of entropy, then the verifier SHALL
implement a rate-limiting mechanism that effectively limits the number of failed
authentication attempts that can be made on the subscriber’s account.

SUPPLEMENTAL GUIDANCE: Rate limiting restricts the ability of an attacker to make
many online guessing attacks on the look-up secret. Other requirements (e.g., minimum
length of look-up secrets) depend on the existence of rate limiting, so effective rate
limiting is an essential capability. Ideally, a rate limiting mechanism should restrict the
attacker as much as possible without creating an opportunity for a denial-of-service
attack against the subscriber.

13. The verifier SHALL use approved encryption when requesting look-up secrets in order
to provide resistance to eavesdropping and MitM attacks.

SUPPLEMENTAL GUIDANCE: Cryptography is considered approved if it is specified
or adopted in a FIPS or NIST recommendation.

14. The verifier SHALL use an authenticated protected channel when requesting look-up
secrets in order to provide resistance to eavesdropping and MitM attacks.

SUPPLEMENTAL GUIDANCE: Communication between claimant and verifier is
required to be via an encrypted channel that authenticates the verifier to provide
confidentiality of the authenticator output and resistance to MitM attacks. This is
typically accomplished using the Transport Level Security (TLS) protocol.
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(c) Out-of-Band Authenticators and Verifiers?®

1. The out-of-band authenticator SHALL establish a separate channel with the verifier in
order to retrieve the out-of-band secret or authentication request.

SUPPLEMENTAL GUIDANCE: A channel is considered to be out-of-band with respect
to the primary communication channel (even if it terminates on the same device) provided
the device does not leak information from one channel to the other without the
authorization of the claimant.

2. Communication over the secondary channel SHALL be encrypted unless sent via the
public switched telephone network (PSTN).

SUPPLEMENTAL GUIDANCE: The secondary channel requires protection to ensure
that authentication secrets are not leaked to attackers. Legacy use of the PSTN as an
OOB authentication medium is exempt from this requirement, although other
requirements apply.

3. Methods that do not prove possession of a specific device, such as voice-over-1P (VolP)
or email, SHALL NOT be used for out-of-band authentication.

SUPPLEMENTAL GUIDANCE: Communication with VolP phone numbers and email
do not establish the possession of a specific device, so they are not suitable for use in out-
of-band authentication which is used as a physical authenticator (something you have).

4. If PSTN is not being used for out-of-band communication, then the out-of-band
authenticator SHALL uniquely authenticate itself by establishing an authenticated
protected channel with the verifier.

SUPPLEMENTAL GUIDANCE: Communication between out-of-band device and
verifier is required to be via an encrypted channel to provide confidentiality of the
authenticator output and resistance to MitM attacks. This is typically accomplished using
the Transport Level Security (TLS) protocol.

5. If PSTN is not being used for out-of-band communication, then the out-of-band
authenticator SHALL communicate with the verifier using approved cryptography.

SUPPLEMENTAL GUIDANCE: Cryptography is considered approved if it is specified
or adopted in a FIPS or NIST recommendation.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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6. If PSTN is not being used for out-of-band communication, then the key used to
authenticate the out-of-band device SHALL be stored in suitably secure storage
available to the authenticator application (e.g., keychain storage, TPM, TEE, secure
element).

SUPPLEMENTAL GUIDANCE: The secret key associated with an out-of- band device
or authenticator application is critical to the determination of “something you have” and
needs to be well protected.

7. Ifthe PSTN is used for out-of-band authentication and a secret is sent to the out-of-
band device via the PSTN, then the out-of-band authenticator SHALL uniquely
authenticate itself to a mobile telephone network using a SIM card or equivalent that
uniquely identifies the device.

SUPPLEMENTAL GUIDANCE: Since the PSTN does not support the establishment of
authenticated protected channels, the alternative method of authenticating the device via

the PSTN is supported. Note that there are other specific requirements for use of the
PSTN that also apply (see 14-5 (1) ¢ (19) through (20)).

8. If'the out-of-band authenticator sends an approval message over the secondary
communication channel, it SHALL either accept transfer of a secret from the primary
channel to be sent to the verifier via the secondary communications channel, or present
a secret received via the secondary channel from the verifier and prompt the claimant
to verify the consistency of that secret with the primary channel, prior to accepting a
yes/no response from the claimant which it sends to the verifier.

SUPPLEMENTAL GUIDANCE: Most out-of-band verifiers operate by sending a secret
over the secondary channel that the subscriber transfers to the primary channel (e.g., the
capability to copy and paste from one app to another). Other methods are possible,
however, specifically transferring from primary to secondary and user comparison of
secrets sent to both channels (with approval being sent to the verifier over the secondary
channel). It is good practice to display descriptive information relating to the
authentication on the claimant’s out-of-band device, to provide additional assurance that
the transaction being approved by the subscriber is the correct one, and not from an
attacker who exploits the subscriber’s approval.

9. The verifier SHALL NOT store the identifying key itself, but SHALL use a verification
method (e.g., an approved hash function or proof of possession of the identifying key)
to uniquely identify the authenticator.

SUPPLEMENTAL GUIDANCE: In order for the out-of-band authenticator to be
considered “something you have”, it must be securely authenticated as a unique device
or instance of a software-based authentication application. This is required to be done
through proof of possession of a key by the authenticator, rather than presentation of the
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key itself. This provides verifier compromise resistance with respect to the authentication
key.

10. Depending on the type of out-of-band authenticator, one of the following SHALL take
place: transfer of a secret to the primary channel, transfer of a secret to the secondary
channel, or verification of secrets by the claimant.

SUPPLEMENTAL GUIDANCE: Three different methods of associating the primary
and secondary channel sessions are permitted. The intent of these methods is to establish
approval for a specific authentication transaction, and to minimize the likelihood that an
attacker with knowledge of when the subscriber authenticates can obtain approval for a
rogue authentication.

11. If the out-of-band authenticator operates by transferring the secret to the primary
channel, then the verifier SHALL transmit a random secret to the out-of-band
authenticator and then wait for the secret to be returned on the primary communication
channel.

SUPPLEMENTAL GUIDANCE: This is the most common form of out-of- band
authentication where an authentication secret is transmitted to the out-of-band device and
entered by the user for transmission on the primary channel.

12. If the out-of-band authenticator operates by transferring the secret to the secondary
channel, then the verifier SHALL display a random authentication secret to the
claimant via the primary channel and then wait for the secret to be returned on the
secondary channel from the claimant’s out-of- band authenticator.

SUPPLEMENTAL GUIDANCE: This is a less typical authentication flow but is also
acceptable in that the secret securely associates possession and control of the out-of-band
authenticator with the session being authenticated.

13. If the out-of-band authenticator operates by verification of secrets by the claimant, then
the verifier SHALL display a random authentication secret to the claimant via the
primary channel, send the same secret to the out-of-band authenticator via the
secondary channel for presentation to the claimant, and then wait for an approval (or
disapproval) message via the secondary channel.

SUPPLEMENTAL GUIDANCE: This is a somewhat more user-friendly authentication
flow because it does not require the claimant to read and manually enter the
authentication secret, but it carries the additional risk that the claimant will approve the
authentication without actually comparing the secrets received from the independent
channels. Approval is required to be obtained from the out-of-band authenticator rather
than the primary channel because that at least establishes control of the authenticator.
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14. The authentication SHALL be considered invalid if not completed within 10 minutes.

SUPPLEMENTAL GUIDANCE: Secrets used in out-of-band authentication are short-
term secrets and need to have a definite lifetime. This requirement also relieves the
verifier from the responsibility of log-term storage of the secrets.

15. Verifiers SHALL accept a given authentication secret only once during the validity
period.

SUPPLEMENTAL GUIDANCE: In order to prevent an attacker who gains access to an
authentication secret generated by the subscriber from using it, it is important that the
secret only be valid for a single authentication. This requirement only applies when a
secret is being transferred between the primary channel and the out-of-band
authenticator.

16. The verifier SHALL generate random authentication secrets with at least 20 bits of
entropy.

SUPPLEMENTAL GUIDANCE: Consistent with other short-term authentication
secrets, 20 bits of entropy are required to provide resistance against brute force attacks.
6-digit numeric secrets (19.93 bits of entropy) are sufficiently close to 20 bits to be
acceptable.

17. The verifier SHALL generate random authentication secrets using an approved
random bit generator.

SUPPLEMENTAL GUIDANCE: The use of a high-quality random bit generator is
important to ensure that an attacker cannot guess the out-of-band secret. Approved
random bit generators are generally included in a FIPS 140-2 certified encryption
module.

18. If the authentication secret has less than 64 bits of entropy, the verifier SHALL
implement a rate-limiting mechanism that effectively limits the number of failed

authentication attempts that can be made on the subscriber’s account as described in
14-51 (3) through (4).

SUPPLEMENTAL GUIDANCE: Rate limiting limits the opportunity for attackers to
mount a brute-force attack on the out-of-band verifier. Since the out-of-band secret has
a limited lifetime, it is sufficient to limit the number of attempts allowed during the
(maximum) 10-minute lifetime of the secret.
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19. If out-of-band verification is to be made using the PSTN, then the verifier SHALL
verify that the pre-registered telephone number being used is associated with a specific
Pphysical device.

SUPPLEMENTAL GUIDANCE: Some telephone numbers, such as those that are
associated with VolP services, are not associated with a specific device and can receive
calls and text messages without establishing possession and control of a specific device.
Such telephone numbers are not suitable for OOB authentication. Services exist to
distinguish telephone numbers that are associated with a device from those that aren’t.

20. If out-of-band verification is to be made using the PSTN, then changing the pre-
registered telephone number is considered to be the binding of a new authenticator and
SHALL only occur as described in 14-5 n (17) through (25).

SUPPLEMENTAL GUIDANCE: The binding of a new authenticator requires that the
subscriber authenticate at the same or a higher AAL (currently AAL2) than that at which
the authenticator will be used, and that a notification be sent to the subscriber. This is
required to prevent attackers from changing the phone number of a PSTN-based out-of-
band authenticator to one they control.

21. If PSTN is used for out-of-band authentication, then the CSP SHALL offer subscribers
at least one alternate authenticator that is not RESTRICTED and can be used to
authenticate at the required AAL.

SUPPLEMENTAL GUIDANCE: Use of the PSTN for out-of-band authentication
involves additional risk, resulting in its being designated as a restricted authenticator.
CSPs are required to provide subscribers with a meaningful alternative.

22. If PSTN is used for out-of-band authentication, then the CSP SHALL Provide
meaningful notice to subscribers regarding the security risks of the RESTRICTED
authenticator and availability of alternative(s) that are not RESTRICTED.

SUPPLEMENTAL GUIDANCE: Use of the PSTN for out-of-band authentication
involves additional risk, resulting in its being designated as a restricted authenticator.
CSPs are required to explain these risks to subscribers and offer more secure alternatives.

Currently, authenticators leveraging the public switched telephone network, including
phone- and Short Message Service (SMS)-based one-time passwords (OTPs) are
restricted. Other authenticator types may be added as additional threats emerge. Note
that, among other requirements, even when using phone- and SMS-based OTPs, the
agency also must verify that the OTP is being directed to a phone and not an IP address,
such as with VolP, as these accounts are not typically protected with multi-factor
authentication.
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23. If PSTN is used for out-of-band authentication, then the CSP SHALL address any
additional risk to subscribers in its risk assessment.

SUPPLEMENTAL GUIDANCE: Use of the PSTN for out-of-band authentication
involves additional risk, resulting in its being designated as a restricted authenticator.
These risks need to be documented.

24. If PSTN is used for out-of-band authentication, then the CSP SHALL develop a
migration plan for the possibility that the RESTRICTED authenticator is no longer
acceptable at some point in the future and include this migration plan in its digital identity
acceptance statement.

SUPPLEMENTAL GUIDANCE: Use of the PSTN for out-of-band authentication
involves additional risk, resulting in its being designated as a restricted authenticator. A
plan for eliminating them in the future needs to be documented.

(d) OTP Authenticators and Verifiers®

1. The secret key and its algorithm SHALL provide at least the minimum security strength
of 112 bits as of the date of this publication.

SUPPLEMENTAL GUIDANCE: The secret key used by an OTP authenticator needs to
be sufficiently complex to resist online and offline attacks. An attacker may have the
ability to observe the authenticator output at some point during its operation; it needs to
be impractical for the secret key to be derived from a set of these observations.

2. The nonce SHALL be of sufficient length to ensure that it is unique for each operation
of the device over its lifetime.

SUPPLEMENTAL GUIDANCE: If the nonce isn’t long enough, the output of the
authenticator will repeat, which represents an easily avoided vulnerability.

3. OTP authenticators — particularly software-based OTP generators —SHALL NOT
facilitate the cloning of the secret key onto multiple devices.

SUPPLEMENTAL GUIDANCE: Like other physical authenticators, the use of OTP
authenticators is premised upon the authenticator secret being present in a single
authenticator so that it proves possession of a specific device. Mechanisms that would
facilitate cloning the secret onto multiple devices include the ability to enroll more than
one device producing the same OTP output and backup mechanisms, especially when

3 This requirement is sanctionable for audit beginning October 1, 2024.
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software-based authenticators are used. Verifiers are expected to make their best effort
at determining that bring-your-own authenticators not issued by them meet this
requirement and to have policies not allowing the use of non-compliant authenticators.

4. The authenticator output SHALL have at least 6 decimal digits (approximately 20 bits)
of entropy.

SUPPLEMENTAL GUIDANCE: Consistent with other short-term authentication
secrets, 20 bits of entropy are required to provide resistance against brute force attacks.
6-digit numeric secrets (19.93 bits of entropy) are sufficiently close to 20 bits to be
acceptable.

5. Ifthe nonce used to generate the authenticator output is based on a real-time clock,
then the nonce SHALL be changed at least once every 2 minutes.

SUPPLEMENTAL GUIDANCE: The authenticator output needs to be changed often
enough that there is reasonable assurance that it is in the possession of the claimant and
that it is not susceptible to OTP-guessing attacks.

6. The OTP value associated with a given nonce SHALL be accepted only once.

SUPPLEMENTAL GUIDANCE: A fundamental premise of a “one-time” authenticator
is that it can be used successfully only once during its validity period.

7. The symmetric keys used by authenticators are also present in the verifier and SHALL
be strongly protected against compromise.

SUPPLEMENTAL GUIDANCE: Verifiers typically contain symmetric keys for all
subscribers using OTP authenticators. This makes them a particularly rich target for
attackers. While the protection of these keys is implementation- dependent and there is
therefore no specific requirement for how the keys are protected, measures to prevent the
exfiltration of the keys are needed. An example of such a measure is the storage of keys
and generation of authenticator outputs in a separate device accessible only by the
verifier.

8. If a single-factor OTP authenticator is being associated with a subscriber account, then
the verifier or associated CSP SHALL use approved cryptography to either generate and
exchange or to obtain the secrets required to duplicate the authenticator output.

SUPPLEMENTAL GUIDANCE: 1t is critical that authentication secrets be generated
and transferred or negotiated securely. This includes the use of secure random number
generators and protocols for transferring or negotiating (e.g., Diffie-Hellman) secret
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values. Cryptography is considered approved if it is specified or adopted in a FIPS or
NIST recommendation.

9. The verifier SHALL use approved encryption when collecting the OTP.

SUPPLEMENTAL GUIDANCE: Cryptography is considered approved if it is specified
or adopted in a FIPS or NIST recommendation.

10. The verifier SHALL use an authenticated protected channel when collecting the OTP.

SUPPLEMENTAL GUIDANCE: Communication between claimant and verifier is
required to be via an encrypted channel that authenticates the verifier to provide
confidentiality of the authenticator output and resistance to MitM attacks. This is
typically accomplished using the Transport Level Security (TLS) protocol.

11. If a time-based OTP is used, it SHALL have a defined lifetime (recommended 30
seconds) that is determined by the expected clock drift — in either direction — of the
authenticator over its lifetime, plus allowance for network delay and user entry of the
OTP.

SUPPLEMENTAL GUIDANCE: The clocks on time-based authenticators are subject to
drift because of cost and environmental factors such as temperature. Accordingly,
verifiers need to accept authenticator outputs before and particularly after the intended
validity period to allow use by authenticators that are not in synchronization.

12. Verifiers SHALL accept a given time-based OTP only once during the validity period.

SUPPLEMENTAL GUIDANCE: In order to prevent an attacker who gains access to an
OTP authenticator output from using it, it is important that the secret only be valid for a
single authentication.

13. If the authenticator output has less than 64 bits of entropy, the verifier SHALL
implement a rate-limiting mechanism that effectively limits the number of failed

authentication attempts that can be made on the subscriber’s account as described in
I1A4-5 1 (3) through (4).

SUPPLEMENTAL GUIDANCE: OTPs whose output has less entropy are more
vulnerable to online guessing attacks. To mitigate these attacks, rate limiting is required.
Online guessing attacks are less of a concern for time-based OTP authenticators because
of the limited validity window, but a limit on the number of guesses during a given validity
period is effective in resisting automated attacks.
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14. If the authenticator is multi-factor, then each use of the authenticator SHALL require
the input of the additional factor.

SUPPLEMENTAL GUIDANCE: To ensure that a multi-factor authenticator cannot be
stolen and used repeatedly following activation, a separate activation is required for each
use of the authenticator. It is preferable for a multi-factor authenticator not to indicate
that the wrong memorized secret or biometric were presented, but rather to produce an
authenticator output that is invalid, although this is not required. This provides
protection against guessing or presentation attacks on the authenticator itself.

15. If the authenticator is multi-factor and a memorized secret is used by the authenticator
Jor activation, then that memorized secret SHALL be a randomly chosen numeric secret
at least 6 decimal digits in length or other memorized secret meeting the requirements

of I4-5 (I)(a).

SUPPLEMENTAL GUIDANCE: The requirement for memorized secrets used as
activation factors is the same as that for memorized secrets used as distinct authenticators
(see IA-5 (1)(a)).

16. If the authenticator is multi-factor, then use of a memorized secret for activation
SHALL be rate limited as specified in 14-5 [ (3) through (4).

SUPPLEMENTAL GUIDANCE: Rate limiting is required to provide protection against
brute-force guessing attacks, particularly if the authenticator gives an indication when
an incorrect secret is entered.

17. If the authenticator is multi-factor and is activated by a biometric factor, then that
factor SHALL meet the requirements of IA-5 m, including limits on the number of
consecutive authentication failures.

SUPPLEMENTAL GUIDANCE: General requirements for biometric activation factors
include false accept rate criteria and the number of consecutive authentication failures
that are allowed.

18. If the authenticator is multi-factor, then the unencrypted key and activation secret or
biometric sample — and any biometric data derived from the biometric sample such as
a probe produced through signal processing — SHALL be zeroized immediately after
an OTP has been generated.

SUPPLEMENTAL GUIDANCE: It is important that the unencrypted key and associated
data be zeroized to minimize the likelihood that it can be misappropriated by an attacker
following a successful authentication. Each authentication requires a re-presentation of
the activation factor (see IA-5(1)(d)14). Verifiers are expected to make their best effort at
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determining that bring-your- own authenticators not issued by them meet this
requirement and to have policies not allowing the use of non-compliant authenticators.

19. If the authenticator is multi-factor, the verifier or CSP SHALL establish, via the
authenticator source, that the authenticator is a multi-factor device.

SUPPLEMENTAL GUIDANCE: From the standpoint of a verifier, a multi- factor OTP
authenticator appears the same as a single-factor OTP authenticator. In order to
establish that the authenticator meets the multi-factor requirements, the verifier or CSP
can issue the authenticator, examine it in some way, or rely on an assertion from the
manufacturer.

20. In the absence of a trusted statement that it is a multi-factor device, the verifier SHALL
treat the authenticator as single-factor, in accordance with IA-5 (1) (d) (1) through (13).

SUPPLEMENTAL GUIDANCE: Authenticators of unknown provenance or that are not
known by the CSP or verifier to meet all of the requirements for multi-factor OTP
authenticators can be used, but only as single-factor authenticators.

(e) Cryptographic Authenticators and Verifiers (including single- and multi-factor
cryptographic authenticators, both hardware- and software-based)?

1. If'the cryptographic authenticator is software based, the key SHALL be stored in
suitably secure storage available to the authenticator application.

SUPPLEMENTAL GUIDANCE: Although dependent on the computing device on which
the authenticator is operating, authenticator software needs to avail itself of the most
secure storage available, considering issues like ability to extract the secret from the
device and its potential to be included in backup data. Verifiers are expected to make
their best effort at determining that bring-your- own authenticators not issued by them
meet this requirement and to have policies not allowing the use of non-compliant
authenticators.

2. If'the cryptographic authenticator is software based, the key SHALL be strongly
protected against unauthorized disclosure by the use of access controls that limit access
to the key to only those software components on the device requiring access.

SUPPLEMENTAL GUIDANCE: Although dependent on the computing device on which
the authenticator is operating, authenticator software needs to store secret keys in a
manner that limits access to keys to the maximum extent possible so that they cannot be

3 This requirement is sanctionable for audit beginning October 1, 2024.
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accessed by other (possibly rogue) applications and/or users. Verifiers are expected to
make their best effort at determining that bring-your-own authenticators not issued by
them meet this requirement and to have policies not allowing the use of non-compliant
authenticators.

3. If'the cryptographic authenticator is software based, it SHALL NOT facilitate the
cloning of the secret key onto multiple devices.

SUPPLEMENTAL GUIDANCE: Like other physical authenticators, the use of
cryptographic authenticators is premised upon the authenticator secret being present in
a single authenticator so that it proves possession of a specific device. Mechanisms that
would facilitate cloning the secret onto multiple devices include the ability to enroll more
than one device with the same key and backup mechanisms, especially when software-
based authenticators are used. Verifiers are expected to make their best effort at
determining that bring-your-own authenticators not issued by them meet this
requirement and to have policies not allowing the use of non-compliant authenticators.

4. If'the authenticator is single-factor and hardware-based, secret keys unique to the
device SHALL NOT be exportable (i.e., cannot be removed from the device).

SUPPLEMENTAL GUIDANCE: Cryptographic device authenticators are constructed
so as not to allow the secret key to be obtained from the device. These devices are enrolled

for authentication using the public cryptographic key, but the private key is never shared.
This requirement addresses primarily functionality allowing the key to be exported; FIPS
140 requirements cover the resistance of the device to various forms of attack.

5. [If'the authenticator is hardware-based, the secret key and its algorithm SHALL provide
at least the minimum-security length of 112 bits as of the date of this publication.

SUPPLEMENTAL GUIDANCE: The secret key used by a cryptographic authenticator
needs to be sufficiently complex to resist online and offline attacks. An attacker may have
the ability to observe the authenticator output at some point during its operation; it needs
to be impractical for the secret key to be derived from a set of these observations. Since
verifiers and cryptographic authenticators must use the same algorithms to successfully
authenticate, assessment of the verifier also assesses the authenticators that may be used.

6. Ifthe authenticator is hardware-based, the challenge nonce SHALL be at least 64 bits
in length.

SUPPLEMENTAL GUIDANCE: This requirement applies to hardware-based
cryptographic authenticators. The challenge nonce is required to be large enough that it
will not be reused during the lifetime of the authenticator in order to provide replay
protection. Since verifiers and cryptographic authenticators must use the same
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algorithms to successfully authenticate, assessment of the nonce generated by the verifier
also assesses the authenticators that may be used.

7. If'the authenticator is hardware-based, approved cryptography SHALL be used.

SUPPLEMENTAL GUIDANCE: Cryptography is considered approved if it is specified
or adopted in a FIPS or NIST recommendation. Since verifiers and cryptographic
authenticators must use the same algorithms to successfully authenticate, assessment of
the verifier also assesses the authenticators that may be used.

8. Cryptographic keys stored by the verifier SHALL be protected against modification.

SUPPLEMENTAL GUIDANCE: Protection against modification is required for all keys
to ensure that an attacker can’t substitute keys they control, which would permit them to
authenticate successfully. This protection could be provided by operating system access
controls, or through integrity checks of the stored keys with separately stored hashes.

9. If symmetric keys are used, cryptographic keys stored by the verifier SHALL be
protected against disclosure.

SUPPLEMENTAL GUIDANCE: Protection against disclosure is required for symmetric
keys because their disclosure also would permit an attacker to authenticate successfully.
This protection could be provided through operating system access controls.

10. The challenge nonce SHALL be at least 64 bits in length.

SUPPLEMENTAL GUIDANCE: This requirement applies to verifiers of cryptographic
authentication. The challenge nonce is generated by the verifier and used by a
cryptographic authenticator to compute the authenticator output. The challenge needs
to be sufficiently long that it will not need to repeat during the lifetime of the
authenticator, so the authenticator output, if available to an attacker, cannot be replayed.

11. The challenge nonce SHALL either be unique over the authenticator’s lifetime or
statistically unique (i.e., generated using an approved random bit generator).

SUPPLEMENTAL GUIDANCE: The challenge nonce is generated by the verifier used
by a cryptographic authenticator to compute the authenticator output. The nonce cannot
repeat during the lifetime of the authenticator, so the authenticator output, if available
to an attacker, cannot be replayed. This can be accomplished by either deterministic
means (e.g., an algorithm choosing values guaranteed not to repeat) or statistically
(random values chosen from a range giving a very low probability that the same nonce
will ever be seen twice).
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12. The verification operation SHALL use approved cryptography.

SUPPLEMENTAL GUIDANCE: Cryptography is considered approved if it is specified
or adopted in a FIPS or NIST recommendation. Since verifiers and cryptographic
authenticators must use the same algorithms to successfully authenticate, assessment of
the verifier also assesses the authenticators that may be used.

13. If a multi-factor cryptographic software authenticator is being used, then each
authentication requires the presentation of the activation factor.

SUPPLEMENTAL GUIDANCE: The activation factor, either a memorized secret or a
biometric, is required to be presented each time an authentication operation is requested
by the authenticator to ensure that an activated authenticator cannot be used by an
attacker.

14. If the authenticator is multi-factor, then any memorized secret used by the
authenticator for activation SHALL be a randomly chosen numeric secret at least 6
decimal digits in length or other memorized secret meeting the requirements of I1A-5 (1)

(a).

SUPPLEMENTAL GUIDANCE: The requirement for memorized secrets used as
activation factors is the same as that for memorized secrets used as distinct authenticators
(see I4-5(1)a).

15. If the authenticator is multi-factor, then use of a memorized secret for activation
SHALL be rate limited as specified in 14-5 [ (3) through (4).

SUPPLEMENTAL GUIDANCE: Rate limiting is required to provide protection against
brute-force guessing attacks, particularly if the authenticator gives an indication when
an incorrect secret is entered.

16. If the authenticator is multi-factor and is activated by a biometric factor, then that
factor SHALL meet the requirements of IA-5 m, including limits on the number of
consecutive authentication failures.

SUPPLEMENTAL GUIDANCE: General requirements for biometric activation factors
include false accept rate criteria and the number of consecutive authentication failures
that are allowed.

17. If the authenticator is multi-factor, then the unencrypted key and activation secret or
biometric sample — and any biometric data derived from the biometric sample such as
a probe produced through signal processing — SHALL be zeroized immediately after an
authentication transaction has taken place.
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SUPPLEMENTAL GUIDANCE: It is important that the unencrypted key and associated
data be zeroized to minimize the likelihood that it can be misappropriated by an attacker
Jfollowing a successful authentication. Verifiers are expected to make their best effort at
determining that bring-your-own authenticators not issued by them meet this
requirement and to have policies not allowing the use of non-compliant authenticators.

Related Controls: 1A-6.

Control Enhancements:

(2) AUTHENTICATOR MANAGEMENT | PUBLIC KEY BASED AUTHENTICATION
Control:

(a) For public key-based authentication:

1. Enforce authorized access to the corresponding private key; and

2. Map the authenticated identity to the account of the individual or group; and
(b) When public key infrastructure (PKI) is used:

1. Validate certificates by constructing and verifying a certification path to an accepted
trust anchor, including checking certificate status information; and

2. Implement a local cache of revocation data to support path discovery and validation.

DISCUSSION: Public key cryptography is a valid authentication mechanism for individuals,
machines, and devices. For PKI solutions, status information for certification paths includes
certificate revocation lists or certificate status protocol responses. For PIV cards, certificate
validation involves the construction and verification of a certification path to the Common
Policy Root trust anchor, which includes certificate policy processing. Implementing a local
cache of revocation data to support path discovery and validation also supports system
availability in situations where organizations are unable to access revocation information via
the network. A local cache of revocation data is also known as a certificate revocation list.
This list contains a list of revoked certificates and can be periodically downloaded to ensure
certificates can still be checked for revocation when network access is not available or access
to the Online Certificate Status Protocol (OCSP) server is not available. Without configuring a
local cache of revocation data, there is the potential to allow access to users who are no longer
authorized (users with revoked certificates).

Related Controls: 1A-3, SC-17.
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(6) AUTHENTICATOR MANAGEMENT | PROTECTION OF AUTHENTICATORS?
Control:

Protect authenticators commensurate with the security category of the information to which
use of the authenticator permits access.

DISCUSSION: For systems that contain multiple security categories of information without
reliable physical or logical separation between categories, authenticators used to grant access
to the systems are protected commensurate with the highest security category of information
on the systems. Security categories of information are determined as part of the security
categorization process.

Related Controls: RA-2.

IA-6 AUTHENTICATION FEEDBACK
Control:

Obscure feedback of authentication information during the authentication process to protect
the information from possible exploitation and use by unauthorized individuals.

DISCUSSION: Authentication feedback from systems does not provide information that would
allow unauthorized individuals to compromise authentication mechanisms. For some types of
systems, such as desktops or notebooks with relatively large monitors, the threat (referred to as
shoulder surfing) may be significant. For other types of systems, such as mobile devices with
small displays, the threat may be less significant and is balanced against the increased likelihood
of typographic input errors due to small keyboards. Thus, the means for obscuring
authentication feedback is selected accordingly. Obscuring authentication feedback includes
displaying asterisks when users type passwords into input devices or displaying feedback for a
very limited time before obscuring it.

Related Controls: AC-3.

IA-7 CRYPTOGRAPHIC MODULE AUTHENTICATION 3
Control:

Implement mechanisms for authentication to a cryptographic module that meet the
requirements of applicable laws, executive orders, directives, policies, regulations, standards,
and guidelines for such authentication.

DISCUSSION: Authentication mechanisms may be required within a cryptographic module to
authenticate an operator accessing the module and to verify that the operator is authorized to
assume the requested role and perform services within that role.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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Related Controls: AC-3, I1A-5, SA-4, SC-12, SC-13.

IA-8 IDENTIFICATION AND AUTHENTICATION (NON-ORGANIZATIONAL USERS)
Control:

Uniquely identify and authenticate non-organizational users or processes acting on behalf of
non-organizational users.

DISCUSSION: Non-organizational users include system users other than organizational users
explicitly covered by 14-2. Non-organizational users are uniquely identified and authenticated
Jor accesses other than those explicitly identified and documented in AC-14. ldentification and
authentication of non-organizational users accessing federal systems may be required to protect
federal, proprietary, or privacy-related information (with exceptions noted for national security
systems). Organizations consider many factors—including security, privacy, scalability, and
practicality—when balancing the need to ensure ease of use for access to federal information
and systems with the need to protect and adequately mitigate risk.

Related Controls: AC-2, AC-6, AC-14, AC-17, AC-18, AU-6, I4-2, IA-4, IA-5, IA-11, MA-4, RA-
3, SA-4, SC-8.

Control Enhancements:

(1) IDENTIFICATION AND AUTHENTICATION (NON-ORGANIZATIONAL USERS) |
ACCEPTANCE OF PIV CREDENTIALS FROM OTHER AGENCIES?

Control:

Accept and electronically verify Personal Identity Verification-compliant credentials from other
federal, state, local, tribal, or territorial (SLTT) agencies.

DISCUSSION: Acceptance of Personal Identity Verification (PIV) credentials from other
federal or SLTT agencies applies to both logical and physical access control systems. PIV
credentials are those credentials issued by federal or SLTT agencies that conform to FIPS
Publication 201 and supporting guidelines.

Related Controls: PE-3.

(2) IDENTIFICATION AND AUTHENTICATION (NON-ORGANIZATIONAL USERS) |
ACCEPTANCE OF EXTERNAL AUTHENTICATORS?

Control:
(a) Accept only external authenticators that are NIST-compliant; and
(b) Document and maintain a list of accepted external authenticators.

DISCUSSION: Acceptance of only NIST-compliant external authenticators applies to
organizational systems that are accessible to the public (e.g., public-facing websites). External
authenticators are issued by nonfederal government entities and are compliant with the

3 This requirement is sanctionable for audit beginning October 1, 2024.
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CJISSECPOL. Approved external authenticators meet or exceed the minimum Federal
Government-wide technical, security, privacy, and organizational maturity requirements.
Meeting or exceeding Federal requirements allows Federal Government relying parties to trust
external authenticators in connection with an authentication transaction at a specified
authenticator assurance level.

Related Controls: None.

(4) IDENTIFICATION AND AUTHENTICATION (NON-ORGANIZATIONAL USERS) | USE OF
DEFINED PROFILES?
Control:

Conform to the following profiles for identity management: Security Assertion Markup
Language (SAML) or OpenID Connect.

DISCUSSION: Organizations define profiles for identity management based on open identity
management standards. To ensure that open identity management standards are viable, robust,
reliable, sustainable, and interoperable as documented, the Federal Government assesses and
scopes the standards and technology implementations against applicable laws, executive orders,
directives, policies, regulations, standards, and guidelines.

Related Controls: None.

IA-11 RE-AUTHENTICATION?
Control:

Require users to re-authenticate when: roles, authenticators, or credentials change, security
categories of systems change, the execution of privileged functions occur, or every 12 hours.

DISCUSSION: In addition to the re-authentication requirements associated with device locks,
organizations may require re-authentication of individuals in certain situations, including when
roles, authenticators or credentials change, when security categories of systems change, when
the execution of privileged functions occurs, after a fixed time period, or periodically.

Related Controls: AC-3, AC-11, IA-2, I14-3, IA-4, 14-8.

IA-12 IDENTITY PROOFING?

Control:

a. Identity proof users that require accounts for logical access to systems based on appropriate

identity assurance level requirements as specified in applicable standards and guidelines;

3 This requirement is sanctionable for audit beginning October 1, 2024.
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b. Resolve user identities to a unique individual; and
c. Collect, validate, and verify identity evidence.

DISCUSSION: Identity proofing is the process of collecting, validating, and verifying a user’s
identity information for the purposes of establishing credentials for accessing a system. ldentity
proofing is intended to mitigate threats to the registration of users and the establishment of their
accounts. Organizations may be subject to laws, executive orders, directives, regulations, or
policies that address the collection of identity evidence. Organizational personnel consult with

the senior agency official for privacy and legal counsel regarding such requirements.

Related Controls: AC-5, IA-1, 14-2, IA-3, I1A-4, 14-5, 14-6, 14-8.

Control Enhancements:

(2) IDENTITY PROOFING | IDENTITY EVIDENCE?
Control:

Require evidence of individual identification be presented to the registration authority.

DISCUSSION: Identity evidence, such as documentary evidence or a combination of documents
and biometrics, reduces the likelihood of individuals using fraudulent identification to establish
an identity or at least increases the work factor of potential adversaries. The forms of acceptable
evidence are consistent with the risks to the systems, roles, and privileges associated with the

user’s account.

Related Controls: None.

(3) IDENTITY PROOFING | IDENTITY EVIDENCE VALIDATION AND VERIFICATION?
Control:
a. Require that the presented identity evidence be validated and verified through agency-

defined resolution, validation, and verification methods.

3 This requirement is sanctionable for audit beginning October 1, 2024.
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DISCUSSION: Validation and verification of identity evidence increases the assurance that
accounts and identifiers are being established for the correct user and authenticators are being
bound to that user. Validation refers to the process of confirming that the evidence is genuine
and authentic, and the data contained in the evidence is correct, current, and related to an
individual. Verification confirms and establishes a linkage between the claimed identity and the
actual existence of the user presenting the evidence. Acceptable methods for validating and
verifying identity evidence are consistent with the risks to the systems, roles, and privileges

associated with the users account.

b. Identity proofing SHALL NOT be performed to determine suitability or entitlement to gain

access to services or benefits.

SUPPLEMENTAL GUIDANCE: The sole objective of identity proofing is to ensure the

applicant is who they claim to be to a stated level of certitude.

c. L Collection of PII SHALL be limited to the minimum necessary to resolve to a

unique identity in a given context.

2. Collection of PII SHALL be limited to the minimum necessary to validate the
existence of the claimed identity and associate the claimed identity with the applicant providing

identity evidence for appropriate identity resolution, validation, and verification.

SUPPLEMENTAL GUIDANCE: The goal of identity resolution is to uniquely distinguish an
individual within a given population or context. Effective identity resolution uses the smallest set
of attributes necessary to resolve to a unique individual. It provides the CSP an important starting
point in the overall identity proofing process, to include the initial detection of potential fraud, but

in no way represents a complete and successful identity proofing transaction.

Collection of PII may include attributes are used to correlate identity evidence to authoritative
sources and to provide RPs with attributes used to make authorization decisions. There may be
many different sets that suffice as the minimum, so it is recommended that CSPs choose this set
to balance privacy and the user’s usability needs, as well as the likely attributes needed in future

uses of the digital identity.
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Examples of attributes that may be used for minimum identity attribute sets include:
® Name (first, last. middle) with combinations and variations,
® Address (#, Street, City, County, State, Zip code) with combinations and variations,
o Date of birth (DDMMYYYY) with combinations and variations,
o Email address,
® Phone number.
For population sets that are more defined than the general population (e.g., military veterans,

Native Americans), these minimum attribute sets may be tailored to that specific community.

Additionally, it is recommended that CSPs document which alternative attributes it will accept in
cases where an applicant cannot provide the minimum necessary attributes (e.g., applicant does not

have a home address or phone number).

d. The CSP SHALL provide explicit notice to the applicant at the time of collection
regarding the purpose for collecting and maintaining a record of the attributes necessary for
identity proofing, including whether such attributes are voluntary or mandatory to complete

the identity proofing process, and the consequences for not providing the attributes.

SUPPLEMENTAL GUIDANCE: Notice of proofing may contain at a minimum:
® Attribute information that is mandatory
® Attribute information that is voluntary
o  What will be done with the information collected
e How the information will be protected
o (Consequence of not providing mandatory attribute information (e.g.,

suspension/termination of the identity proofing process).

This notice may be delivered as an online screen (for remote identity proofing), a poster or
printed notice at in-person proofing locations, or an oral notice delivered at the time of

information collection.

e. If CSPs process attributes for purposes other than identity proofing, authentication, or

attribute assertions (collectively “identity service”), related fraud mitigation, or to comply with
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law or legal process, then CSPs SHALL implement measures to maintain predictability and

manageability commensurate with the privacy risk arising from the additional processing.

SUPPLEMENTAL GUIDANCE: Predictability and manageability measures include providing

clear notice, obtaining subscriber consent, or enabling selective use or disclosure of attributes.

Predictability is meant to build trust and provide accountability and requires full understanding
(and disclosure) of how the attribute information will be used. Manageability also builds trust by
demonstrating a CSPs ability to control attribute information throughout processing — collection,

maintenance, retention.

f If the CSP employs consent as part of its measures to maintain predictability and
manageability, ...then it SHALL NOT make consent for the additional processing a condition

of the identity service.

SUPPLEMENTAL GUIDANCE: Consent involves collecting and recording an affirmative
response from the applicant that they agree to the additional processing of their attributes. In
order to make this consent meaningful, it is recommended that CSPs first disclose to its applicants

which attributes are being collected and processed and why.

g The CSP SHALL provide mechanisms for redress of applicant complaints or problems
arising from the identity proofing.

These [redress] mechanisms SHALL be easy for applicants to find and use.

SUPPLEMENTAL GUIDANCE: The Privacy Act requires federal CSPs that maintain a system
of records to follow procedures to enable applicants to access and, if incorrect, amend their records.
Any Privacy Act Statement should include a reference to the applicable SORN(s), which provide the
applicant with instructions on how to make a request for access or correction. It is recommended
that non-federal CSPs have comparable procedures, including contact information for any third

parties if they are the source of the information.

It is recommended that CSPs make the availability of any alternative methods for completing the

identity proofing and enrollment processes clear to users (e.g., in person at a customer service
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center, if available) in the event an applicant is unable to properly complete the initial identity

proofing and enrollment process requirements online.

Note: If the ID proofing process is not successful, it is recommended that CSPs inform the
applicant of the procedures to address the issue but avoid informing the applicant of the specifics

of why the registration failed.

To be effective, the use of a CSP’s redress mechanism results in a timely correction of errors,
resolution of the dispute or complaint, and the process should not be overly burdensome or

complex.

It is recommended that the CSP document and publish, in a manner which is easy for Applicants
to find and use, its mechanisms for redress of Applicant complaints or problems arising from the

identity proofing processes.

h. The CSP SHALL assess the [redress] mechanisms for their efficacy in achieving

resolution of complaints or problems.

SUPPLEMENTAL GUIDANCE: "Effective' in this requirement means that use of the redress
mechanism will result in a timely correction of errors, resolution of the dispute or complaint,

and the process shall not be overly burdensome or complex.

It is recommended that CSPs maintain a record or log of all cases — including outcomes — where
applicants have sought redress for complaints or problems arising from the identity proofing and

provide for the periodic review of these records.

i The identity proofing and enrollment processes SHALL be performed according to an
applicable written policy or *practice statement* that specifies the particular steps taken to

verify identities.

SUPPLEMENTAL GUIDANCE: Having documented procedures is a prerequisite for

transparency, accountability, quality control, auditability, and ease of interoperability among

12/07/2022 96
CJISD-ITS-DOC-08140-5.9.2



federated communities. The documentation, dissemination, review and update to identity and
authentication processes is a core control under 14-1 Identification and Authentication Policy

and Procedures.

Jj- The *practice statement™ SHALL include control information detailing how the CSP

handles proofing errors that result in an applicant not being successfully enrolled.

SUPPLEMENTAL GUIDANCE: “Proofing errors” in this context refer to circumstances that
result in the inability or failure to complete the identity proofing and enrollment processes. Such
circumstances may include:

e Applicant abandons the identity proofing and enrollment processes;

o Applicant fails to provide mandatory attribute information;

o Identity evidence of required strength is not provided;

o Identity evidence is rejected following inspection;

® Identity evidence and information do not correlate;

e Information from identity evidence is not validated by issuing or autho